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Nameb P (s)
Bc

(1014 G)
Aged

(kyr)
Ėe

1033 erg s−1 Df (kpc)
LX

g

1033 erg s−1 Bandh

CXOU J010043.1–721134 8.02 3.9 6.8 1.4 62.4 65 –
4U 0142+61 8.69 1.3 68 0.12 3.6 105 OIR/H
SGR 0418+5729 9.08 0.06 36,000 0.00021 ∼2 0.00096 –
SGR 0501+4516 5.76 1.9 15 1.2 ∼2 0.81 OIR/H
SGR 0526−66 8.05 5.6 3.4 2.9 53.6 189 –
1E 1048.1–5937 6.46 3.9 4.5 3.3 9.0 49 OIR
(PSR J1119−6127) 0.41 4.1 1.6 2, 300 8.4 0.2 R/H
1E 1547.0–5408 2.07 3.2 0.69 210 4.5 1.3 O?/R/H
PSR J1622–4950 4.33 2.7 4.0 8.3 ∼9 0.4 R
SGR 1627−41 2.59 2.2 2.2 43 11 3.6 –
CXOU J164710.2–455216 10.6 <0.66 >420 <0.013 3.9 0.45 –
1RXS J170849.0–400910 11.01 4.7 9.0 0.58 3.8 42 O?/H
CXOU J171405.7–381031 3.82 5.0 0.95 45 ∼13 56 –
SGR J1745–2900 3.76 2.3 4.3 10 8.3 <0.11 R/H
SGR 1806−20 7.55 20 0.24 45 8.7 163 OIR/H
XTE J1810–197 5.54 2.1 11 1.8 3.5 0.043 OIR/R
Swift J1822.3–1606 8.44 0.14 6,300 0.0014 1.6 >0.0004 –
SGR 1833–0832 7.56 1.6 34 0.32 – – –
Swift J1834.9–0846 2.48 1.4 4.9 21 4.2 <0.0084 –
1E 1841–045 11.79 7.0 4.6 0.99 8.5 184 –
(PSR J1846−0258) 0.327 0.49 0.73 8100 6.0 19 –
3XMM

J185246.6+003317
11.56 <0.41 >1,300 <0.0036 ∼7 <0.006 –

SGR 1900+14 5.20 7.0 0.9 26 12.5 90 H
SGR 1935+2154 3.24 2.2 3.6 17 – – –
1E 2259+586 6.98 0.59 230 0.056 3.2 17 OIR/H
SGR 0755−2933 – – – – – – –
SGR 1801−23 – – – – – – –
SGR 1808−20 – – – – – – –
AX J1818.8−1559 – – – – – – –
AX J1845.0−0258 6.97 – – – – 2.9 –
SGR 2013+34 – – – – – – –
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Superfluidity in Neutron Star Matter and Symmetric Nuclear Matter 29 

(k,- k) pair at the Fermi surface (k=kFi) as follows: 

E}/il=4£Fi=4n2 244(pdpo)213Me V, (1·1) 

where £Fi is the Fermi kinetic energy, pi=kFl/3Jr2 U=n,p) the neutron or proton 
density and mN the nucleon mass. We can guess the effective pairing interaction at 
Pi from the NN scattering phase shifts shown in Fig. 1-1 (T=1) and Fig. 1-2 (T=O), 
through Eq. (1·1). (For T = 1, Fig. 2-3 in Chapter I showing the potentials in some 
low partial waves is useful for reference.) Thus we can see what it pair state is most 
responsible for superfluidity in neutron star matter and symmetric nuclear matter, in 
reference to the density Pi (p=pn+pp). For example, the 1So interaction with it=(T 
=1, S=O, L=O, ]=0) interaction is most attractive at the low density of for 
the like-nucleon pair (n-n, p-p). Then we can regard the neutrons dripped from 
neutron-rich nuclei in the neutron star crust (Pn ;S po/2) and the protons in the liquid 
core (pp""'(1-3)poXmixing ratio=S(l-3)poX0.05), as to be in the superfluid state of 
the 1 So pairing. As Pi increases, however, the 1 So interaction becomes less and less 
attractive and then repulsive, and the 1 So superftuidity disappears at p?:. Po/2. Instead 
the 3Pz interaction with it=(T=1, S=1, L=l, ]=2) turns out to be most attractive at 
the higher density (p?:.po/2). Therefore, the neutrons in the liquid core 

if the 3 Pz attraction is strong enough, would be in the 3Pz superftuid state. 
It is to be noted that the superftuidity due to the n-P pairing in the liquid core could 
not be realized because of widely separated Fermi surfaces of nand p (eFn')>EFp). In 
the symmetric nuclear matter with the density of Pn=pp=po/2, the superfluidity due 
to the n-p pairing is possible because of CFn=eFp. From Fig. 1-2 we see that the 3Sl 

0 

T= I PHASE SHIFTS IN DEGREES 

OPEG 
POTENTIAL 

Fig. 1-1. Nucleon-nucleon scattering phase shifts 
for the isospin T = 1 pair as a function of the 
scattering energy E'rlil ( =4cF; EF the Fermi 
energy) in the laboratory frame, calculated 
with the OPEG-1 potential. 
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POTENTIAL 

Fig. 1-2. The same as in Fig. 1-1 for the isospin T 
=0 pair. 
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4 [A] = �(2)

⇣
�2 |B|2 tr�AA�

tr
�
A⇤A⇤�+ 4 |B|2 tr�AA⇤AA⇤�+ 4 |B|2 tr�AAA⇤A⇤�

+B

tAAB tr
�
A⇤A⇤�� 8BtAA⇤

B tr
�
AA⇤�+B

tA⇤A⇤
B tr

�
AA

�
+ 2BtAA⇤A⇤AB

+2BtA⇤AAA⇤
B � 8BtAA⇤AA⇤

B � 8BtAAA⇤A⇤
B

⌘
. (17)

The coe�cients are given as

↵(0) =
N(0)p2

F

3
log

T

T
c0
, (18)

K(0) =
7N(0)p4

F

⇣(3)

240m2(⇡T )2
, (19)

�(0) =
7N(0)p4

F

⇣(3)

60 (⇡T )2
, (20)

�(0) = �31N(0)p6
F

⇣(5)

13440 (⇡T )4
, (21)

�(2) =
7�2

n

N(0)p2
F

⇣(3)

48(1 + F a

0 )
2(⇡T )2

, (22)

�(4) = � 31�4
n

N(0)p2
F

⇣(5)

768(1 + F a

0 )
4(⇡T )4

, (23)

�(2) =
31�2

n

N(0)p4
F

⇣(5)

3840(1 + F a

0 )
2(⇡T )4

, (24)

with the condition that the temperature T is close to the critical temperature at zero magnetic field T
c0; |1�T/T

c0| ⌧ 1.
⇣(n) is the zeta function. The trace (tr) is meant to be a sum over the spin and spatial directions. The terms up to
O(A6) and O(B2A2) were known in the previous studies [57–64]. We notice that the Fermi surface approximation
was adopted in the momentum integrals, and that the term proportional to |B|2 tr�AA⇤� as well as to |B|4 tr�AA⇤�

vanishes in the present approximation. New terms found in the present study are the terms of O(B4A2) in the second
term in the right hand side of Eq. (16), and the terms of O(B2A4) in Eq. (17). Those new terms are important to
investigate how the ground state properties can be changed by strong magnetic fields.

The value of T
c0 is related to the coupling constant G by

T
c0 =

⇡e��D

8
exp

✓
� 3

8N(0)p2
F

G

◆
, (25)

with the Euler gamma �, where the energy scale D relevant for the dynamics is introduced in the momentum space
below and above the Fermi surface. We define the density of states at the Fermi surface, N(0) = mp

F

/(2⇡2) with the
Fermi momentum p

F

= (3⇡2n)1/3 with n being the neutron number density. The chemical potential can be estimated
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with the condition that the temperature T is close to the critical temperature at zero magnetic field T
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with the condition that the temperature T is close to the critical temperature at zero magnetic field T
c0; |1�T/T

c0| ⌧ 1.
⇣(n) is the zeta function. The trace (tr) is meant to be a sum over the spin and spatial directions. The terms up to
O(A6) and O(B2A2) were known in the previous studies [57–64]. We notice that the Fermi surface approximation
was adopted in the momentum integrals, and that the term proportional to |B|2 tr�AA⇤� as well as to |B|4 tr�AA⇤�

vanishes in the present approximation. New terms found in the present study are the terms of O(B4A2) in the second
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with the Euler gamma �, where the energy scale D relevant for the dynamics is introduced in the momentum space
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0 is given by referring the value in 3He liquid at low temperature.
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c0; |1�T/T

c0| ⌧ 1.
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TABLE I. The GL parameters in the weak coupling limit. In the derivation of α, we took g = 3π2

Mk3
F

in order for the T dependence of α to

become the same with that of the BCS theory. Here, kF is the Fermi momentum defined by kF = !c(3π 2ρ)1/3 where ρ is the neutron density.
N (0) ≡ MkF

2π2 is the density of states N = Mk
2π2 on the Fermi surface k = kF , Tc is the critical temperature for the 3

P2 superfluidity, and the
Riemann ζ function ζ (n) is defined by ζ (n) =

∑∞
k=1

1
kn , for which ζ (3) ∼ 1.202 and ζ (5) ∼ 1.037. γn is the gyromagnetic ratio of the neutrons

and F is the Fermi liquid correction about the Pauli spin susceptibility. In this paper, we take F = −0.75, Tc = 0.2 MeV, T = 0.8Tc, and
ρ = 0.17/fm3 for numerical simulations.
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the shift of α in f2+4 and consequently the phase structure is
not modified.

Let us make comments on other systems similar to 3
P2

superfluids: 3He superfluids and ultracold atomic gases of
spin-2 BEC. The 3He superfluids are also described by a
3 × 3 tensor Aµi but it is not traceless symmetric unlike
3
P2 superfluids [33,34]. The gradient terms are the same

in the weak coupling limit. Spin-2 BECs are described by
the Gross-Pitaevskii equation of a 3 × 3 traceless symmetric
tensor [35]. The sixth order term f6 is absent in the energy
functional of the Gross-Pitaevskii equation. In addition, the
terms proportional to K2 in the gradient term fgrad are absent
in spin-2 BECs. In other words, the terms proportional to K2
in the gradient term exhibits characteristic features of the 3

P2
superfluids.

B. Ground states

The ground states of the GL free energy with total angular
momentum 2 were classified by Mermin [16]. According to
this classification, the ground state of 3

P2 superfluids in the
weak coupling limit is in the nematic phase [15].

We summarize the effects of each term on the symmetry
breaking pattern in the cases (1) f2+4, (2) f2+4 + f6, (3) f2+4 +
fH , and (4) f2+4 + f6 + fH .

(1) First, we consider the simplest case f2+4. The magnitude
of the sixth order term is much smaller than that of the fourth
order term in the region that the GL theory is appropriate, that
is, when the gap parameter is small enough. Here we consider
the energy scale in which f6 is negligible.

At the fourth order level, the ground state A4th can be written
as

A
(x,y,z)
4th =

√
|α|

β(r2 + (1 + r)2 + 1)

⎛

⎝
r 0 0
0 −(1 + r) 0
0 0 1

⎞

⎠ (11)

with a continuous degeneracy r up to the SO(3) action, where
(x,y,z) implies that we take the Cartesian xyz coordinates for
the indices of the tensor A. Here, r ∈ R is a parameter whose
range can be restricted to −1 ! r ! −1/2 without the loss of
generality. In this range, the eigenvalues in the order parameter
have the following magnitude relation:

(1 + r)2 ! r2 ! 1. (12)

The ground states are continuously degenerate with the
parameter r [36] and are referred to as the nematic phase. The
ground state manifold can be decomposed into three regions
called strata that have the isomorphic unbroken symmetries
H : the uniaxial nematic (UN) phase for r = −1/2, the D2
biaxial nematic (D2 BN) phase for −1 < r < −1/2, and the
D4 biaxial nematic (D4 BN) phase for r = −1. We summarize
the unbroken symmetry H , the order parameter manifold
G/H , and the homotopy groups from π0 to π4 of the order
parameter manifold in Table II.

While the order parameter G/H represents gapless Nambu-
Goldstone (NG) modes, the parameter r here represents an
additional gapless mode called a quasi-NG mode, that was
found in a spin-2 BECs [37]. In the nematic phase, the
SO(3) is enhanced to SO(5) in the level of the equation of
motion, and when it is spontaneously broken, there appears
the additional gapless mode, that is, the quasi-NG mode.
The whole ground state manifold (extended order parameter
manifold) that contains both the NG and quasi-NG modes is
U(1)×SO(5)
Z2"SO(4) ≃ U(1)×S4

Z2
.

(2) Next, let us add the sixth order term f6 (so that the total
free energy is f2+4 + f6), and see which state is selected by this
term. In Appendix A, we show that the ground state is still in
the nematic phase in the presence of the sixth order term, with
correcting the amplitude of the condensates in the previous
study [15]. We can derive the ground state A6th exactly by

TABLE II. The strata in the nematic phase. We show the range of r , the phase, the unbroken symmetry H , the order parameter manifold
G/H , the homotopy groups from π0 to π4, and the physical situations (free energy) that realize these states. ∗ indicates the universal covering
group, and Q = D∗

2 is a quaternion group. For the definition of the product ×h, see Sec. 4.2.2 and Appendix A of Ref. [38].

r Phase H G/H π0 π1 π2 π3 π4 Physical situation

−1/2 UN O(2) U(1) × [SO(3)/O(2)] 0 Z ⊕ Z2 Z Z Z2 f2+4 + f6

−1 < r < −1/2 D2 BN D2 U(1) × [SO(3)/D2] 0 Z ⊕ Q 0 Z Z2 f2+4 + f6 + fH

−1 D4 BN D4 [U(1) × SO(3)]/D4 0 Z ×h D∗
4 0 Z Z2 f2+4 + fH
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with the condition that the temperature T is close to the critical temperature at zero magnetic field T
c0; |1�T/T

c0| ⌧ 1.
⇣(n) is the zeta function. The trace (tr) is meant to be a sum over the spin and spatial directions. The terms up to
O(A6) and O(B2A2) were known in the previous studies [57–64]. We notice that the Fermi surface approximation
was adopted in the momentum integrals, and that the term proportional to |B|2 tr�AA⇤� as well as to |B|4 tr�AA⇤�

vanishes in the present approximation. New terms found in the present study are the terms of O(B4A2) in the second
term in the right hand side of Eq. (16), and the terms of O(B2A4) in Eq. (17). Those new terms are important to
investigate how the ground state properties can be changed by strong magnetic fields.
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with the Euler gamma �, where the energy scale D relevant for the dynamics is introduced in the momentum space
below and above the Fermi surface. We define the density of states at the Fermi surface, N(0) = mp

F

/(2⇡2) with the
Fermi momentum p

F

= (3⇡2n)1/3 with n being the neutron number density. The chemical potential can be estimated
as µ ' p2

F

/(2m) by assuming the small interaction as well as the low temperature limit.

III. NUMERICAL RESULTS

A. Phase diagrams

We investigate the phase diagram of neutron 3P2 superfluids based on the GL free energy (13). In the numerical
calculation, we use the parameter setting: T

c0 = 0.2 [MeV], n = 0.17 [fm�3] (p
F

= 338 [MeV]), F a

0 = �0.75. The
Landau parameter F a

0 is given by referring the value in 3He liquid at low temperature.
There are several phases in condensations with total spin two: nematic (UN, D2-BN, D4-BN), cyclic and ferromag-

netic phases [65, 68]. Among them, the nematic phase is realized at zero or weak magnetic field in the weak coupling
limit [59–64]. In the nematic phase, the A field can be parametrized by two variables A0 and r:
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with the condition that the temperature T is close to the critical temperature at zero magnetic field T
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⇣(n) is the zeta function. The trace (tr) is meant to be a sum over the spin and spatial directions. The terms up to
O(A6) and O(B2A2) were known in the previous studies [57–64]. We notice that the Fermi surface approximation
was adopted in the momentum integrals, and that the term proportional to |B|2 tr�AA⇤� as well as to |B|4 tr�AA⇤�

vanishes in the present approximation. New terms found in the present study are the terms of O(B4A2) in the second
term in the right hand side of Eq. (16), and the terms of O(B2A4) in Eq. (17). Those new terms are important to
investigate how the ground state properties can be changed by strong magnetic fields.
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with the condition that the temperature T is close to the critical temperature at zero magnetic field T
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3P2 superfluid at the CEP exhibits critical behavior with non-
trivial critical exponents in such a manner that the exponents
associated with the critical behaviors of the specific heat and
magnetization exhibits α ∼ 0.6 and γ ∼ 0.5. In particular,
the exponent γ < 1 is unique and essentially different from
γ ≥ 1 in ordinary universality classes [94, 95], except for a
few models, e.g., O(n) models with n < 0 [96] and the tricriti-
cal Ising model coupled to massless Dirac fermions [97]. This
indicates the CEP in neutron 3P2 superfluids belongs to a new
universality class.

The organization of this paper is as follows. In Sec. II,
we present the superfluid Fermi liquid theory, where the self-
consistent equations for the gap functions and Fermi liquid
corrections are described in detail. This theory is based on
the quasiclassical approximation which is relevant to 3P2 su-
perfluids of neutrons. Based on the theory, we show that the
phase diagram of 3P2 superfluids under strong magnetic fields
has the CEP and compute the critical exponents, indicating a
new universality class. Furthermore, in Sec. III, we present
the GL theory up to the 8th-order expansion to examine the
critical phenomena at the CEP, showing that the critical expo-
nents in the GL theory coincide with those in the BdG theory
within a certain accuracy. Sec. IV is devoted to a summary
and discussion.

II. SUPERFLUID FERMI LIQUID THEORY

A. General formalism

Here we start with the Hamiltonian for neutrons interacting
through the potentialVc,d

a,b,

H =
∫

drψ†a(r)ξab(−i∇)ψb(r)

+
1
2

∫
dr1

∫
dr2Vc,d

a,b(r12)ψ†a(r1)ψ†b(r2)ψc(r2)ψd(r1), (4)

where r12≡ r1 − r2 denotes the relative coordinate and ψa and
ψ†a (a =↑, ↓ for spins) denote the fermionic field operators.
The single-particle energy for a neutron under a magnetic field
B is given by

ξ(k) = ξ0(k) − 1
2
γnσ · B, (5)

with ξ0(k) = k2/(2m) − µ for the neutron mass m and the
chemical potential µ. Here γn = 1.2 × 10−13 MeV/T is the
gyromagnetic ratio for a neutron,8 and σ = (σ1,σ2,σ3) de-
notes the Pauli matrices in the spin space. In Eq. (4),Vc,d

a,b(r12)
contains microscopic informations on neutron-neutron inter-
action potentials. The repeated Roman and Greek indices im-
ply the sum over the spin degrees of freedom and the three-
dimensional spatial component (x, y, z), respectively. In this
paper, we set ! = kB = 1.

8 Notice the unit conversion 1 T = 104 G for the strength of a magnetic field.

Let us define the Nambu-Gor’kov (NG) Green’s function
in terms of a grand ensemble average of the fermion-field
operators in the Nambu space, Ψ ≡ (ψ↑,ψ↓,ψ†↑,ψ

†
↓)

tr, as
G(x1, x2) = −⟨TτΨ(x1)Ψ†(x2)⟩, where xi ≡ (ri, τi) with the
three dimensional space position ri and the imaginary time τi
for the neutron i = 1, 2. atr denotes the transpose of the ma-
trix a. In this paper, we consider homogeneous neutron matter
and transform the space-time position x to momentum p and
Matsubara frequency εn = (2n + 1)πT (n = 0,±1,±2, . . . ):
x → (p, εn). The self-consistent formalism is derived from
the Luttinger-Ward thermodynamic functional which is given
in terms of the full NG Green’s function G and the self-energy
Σ as

Ω[G,Σ] = − 1
2

Sp
{
ΣG + ln

(
−G−1

0 + Vext + Σ
)}
+ Φ[G], (6)

where

Sp · · · ≡ T
∑

n

∫
d3 p

(2π)3 Tr · · · , (7)

with the trace (Tr) taken over the spin space and the
NG (particle-hole) space. The inverse propagator for free
fermions is given by G−1

0 (p, εn) =
[
iεn − ξ0(p)τ3

]
δ(x−x′), and

Vext is an external field including a magnetic Zeeman term in
Eq. (5). Here we use τ = (τ1, τ2, τ3) to denote the matrices
in the NG space. The Green’s function and the self-energy
are related to the functional Φ[G] by the stationary conditions
with respect to the Green’s function, δΩ/δGtr = 0, and the
self-energy, δΩ/δΣtr = 0. The former is recast into the defini-
tion of the self-energy in terms of the functional derivative

Σ[G] = 2
δΦ[G]
δGtr . (8)

The Dyson’s equation for the full Green’s function is obtained
from the latter stationary condition as

G−1 = G−1
0 − Vext − Σ[G]. (9)

The above set of equations from Eq. (6) to Eq. (9) provide
a starting point for deriving the quasiclassical Fermi liquid
theory for 3P2 superfluids.

B. Quasiclassical approximation

In general, the quasiclassical approximation provides a
powerful tool for describing phenomena when the charac-
teristic lengths are much greater than the Fermi wavelength,
λF ∼ 2π/pF (pF the Fermi momentum), and characteristic fre-
quencies are much smaller than the Fermi energy, ω ≪ εF/!
(εF the Fermi energy) [98, 99]. The typical scales in the super-
fluid state of 3He and superconducting states are the coherence
length, ξc ≡ !vF/2πkBTc and the excitation gap ∆0 ∼ kBTc.
The quasiclassical theory uses the fact that all relevant param-
eters, such as temperature T and external potentials V , are
very small relative to the atomic scales which are given by
Fermi temperature TF, Fermi energy εF and Fermi momen-
tum pF. This difference in scales allows one to perform an

3
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within a certain accuracy. Sec. IV is devoted to a summary
and discussion.

II. SUPERFLUID FERMI LIQUID THEORY
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H =
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∫
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ψ†a (a =↑, ↓ for spins) denote the fermionic field operators.
The single-particle energy for a neutron under a magnetic field
B is given by

ξ(k) = ξ0(k) − 1
2
γnσ · B, (5)

with ξ0(k) = k2/(2m) − µ for the neutron mass m and the
chemical potential µ. Here γn = 1.2 × 10−13 MeV/T is the
gyromagnetic ratio for a neutron,8 and σ = (σ1,σ2,σ3) de-
notes the Pauli matrices in the spin space. In Eq. (4),Vc,d

a,b(r12)
contains microscopic informations on neutron-neutron inter-
action potentials. The repeated Roman and Greek indices im-
ply the sum over the spin degrees of freedom and the three-
dimensional spatial component (x, y, z), respectively. In this
paper, we set ! = kB = 1.

8 Notice the unit conversion 1 T = 104 G for the strength of a magnetic field.
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G(x1, x2) = −⟨TτΨ(x1)Ψ†(x2)⟩, where xi ≡ (ri, τi) with the
three dimensional space position ri and the imaginary time τi
for the neutron i = 1, 2. atr denotes the transpose of the ma-
trix a. In this paper, we consider homogeneous neutron matter
and transform the space-time position x to momentum p and
Matsubara frequency εn = (2n + 1)πT (n = 0,±1,±2, . . . ):
x → (p, εn). The self-consistent formalism is derived from
the Luttinger-Ward thermodynamic functional which is given
in terms of the full NG Green’s function G and the self-energy
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NG (particle-hole) space. The inverse propagator for free
fermions is given by G−1
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δ(x−x′), and

Vext is an external field including a magnetic Zeeman term in
Eq. (5). Here we use τ = (τ1, τ2, τ3) to denote the matrices
in the NG space. The Green’s function and the self-energy
are related to the functional Φ[G] by the stationary conditions
with respect to the Green’s function, δΩ/δGtr = 0, and the
self-energy, δΩ/δΣtr = 0. The former is recast into the defini-
tion of the self-energy in terms of the functional derivative

Σ[G] = 2
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δGtr . (8)

The Dyson’s equation for the full Green’s function is obtained
from the latter stationary condition as

G−1 = G−1
0 − Vext − Σ[G]. (9)

The above set of equations from Eq. (6) to Eq. (9) provide
a starting point for deriving the quasiclassical Fermi liquid
theory for 3P2 superfluids.

B. Quasiclassical approximation

In general, the quasiclassical approximation provides a
powerful tool for describing phenomena when the charac-
teristic lengths are much greater than the Fermi wavelength,
λF ∼ 2π/pF (pF the Fermi momentum), and characteristic fre-
quencies are much smaller than the Fermi energy, ω ≪ εF/!
(εF the Fermi energy) [98, 99]. The typical scales in the super-
fluid state of 3He and superconducting states are the coherence
length, ξc ≡ !vF/2πkBTc and the excitation gap ∆0 ∼ kBTc.
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FIG. 1. (a) GL phase diagram. (b) Gap and topological structures
of nematic phases. The thick arrows represent the d vectors and
the inner (red-colored) sphere denotes the Fermi sphere. (c) Phase
diagram under a magnetic field, obtained from the superfluid Fermi
liquid theory. The UN phase is stabilized at H = 0 for T < Tc0.
The thick (thin) curve is the first- (second-) order phase boundary.
(d) C(T )/CN(T ) under fixed magnetic fields.

excitation energy at zero fields is given by diagonalizing
Eq. (1) as E±(k) =

√
ε2

0(k) + |d(k)|2 ± |d(k) × d∗(k)|, where
ε0(k) = 1

2 tr ε(k). The Hamiltonian holds the particle-hole
symmetry (PHS), C H (k)C −1 = −H (−k), with C = τ1K ,
where K is the complex conjugation operator. In addition, the
TRS, T H (k)T −1 = H (−k) with T = iσ2K , is preserved
when dµi ∈ R and H = 0.

The ground state is determined by minimizing the
Ginzburg-Landau (GL) energy functional F , which is invari-
ant under SO(3)J and a gauge transformation U (1)ϕ . The func-
tional is given as F = α tr[dd∗] + β1|tr d2|2 + β2[tr(dd∗)]2 +
β3 tr[d2d∗2] [39]. Depending on βi , there are several phases,
as shown in Fig. 1(a). The ground state at the weak coupling
limit is the nematic phase which is represented by [37,39,55]

dµi = '(T ,H )[ûµûi + rv̂µv̂i − (1 + r)ŵµŵi], (2)

with a orthonormal triad (û,v̂,ŵ). This state corresponds
to highly degenerate minima of F with respect to r ∈
[−1,−1/2]. At r = − 1

2 , dµi is invariant under D∞ = SO(2) !
Z2 ≃ O(2) (! is a semidirect product), which is called the
uniaxial nematic (UN) phase. As shown in Fig. 1(b), the full
gap with the hedgehog d vector is accompanied by the U (1)
axis along the ŵ and C2 rotation axes in the v̂–ŵ plane. The
biaxial nematic (BN) phase at r = −1 remains invariant under
dihedral-four D4 symmetry, which has C4 and C2 axes. The
intermediate r holds D2 symmetry with three C2 axes.

In Fig. 1(c), we display the phase diagram un-
der a magnetic field. This is obtained by minimiz-
ing the Luttinger-Ward thermodynamic potential, δ)[g] =
NF
2

∫ 1
0 dλ⟨Tr S(k̂)[gλ(k̂,ωn) − 1

2g(k̂,ωn)]⟩, where ⟨· · · ⟩ =

kBT
∑

n

∫
d k̂
4π

· · · denotes the Fermi surface average and
sum over the Matsubara frequency ωn = (2n + 1)πkBT/h̄
(n ∈ Z) [56–58]. The propagator g, which is a 4 × 4 matrix
in the Nambu space, is obtained from the low-energy part of
the Matsubara Green’s function, and the higher-energy part
is renormalized into the Fermi liquid parameters [56]. The
propagator is governed by the equation

[iωn − v − S{g},g(k̂,r; ωn)] + ivF
µ∂rµ

g(k̂,r; ωn) = 0, (3)

which is supplemented by the normalization condition g2 =
−π2 (we set h̄ = 1). This is the transportlike equation
propagating along the classical trajectory of the Fermi velocity
vF. gλ is obtained by replacing S )→ λS. The Zeeman term
v = − 1

2
1

1+F a
0
γ h̄H · diag(σ ,−σ2σσ2) is rescaled by the Fermi

liquid parameter F a
0 . The theory is reliable in the weak

coupling limit, '/EF ∼ Tc0/TF ≪ 1 (Tc0 is the transition
temperature at H = 0), and applicable to whole temperatures
beyond the GL regime [56–58]. The Fermi liquid behaviors
and strong coupling corrections in dense neutrons were
investigated in Refs. [59–63].

The 4 × 4 self-energy matrix S contains information on
both quasiparticles and 3P2 pair potentials. The 3P2 pair
potentials, which appear in the off-diagonal submatrix of S,
are determined with the spin-triplet anomalous propagator
f through the gap equation dµi(r) = V

2 [⟨fµk̂i⟩ + ⟨fi k̂µ⟩] −
V
3 Tr⟨fµk̂i⟩, where V < 0 is the coupling constant of the 3P2
interaction. The diagonal submatrix of S, ν, represents the
Fermi liquid corrections ν = F a

0
1+F a

0
⟨gµ⟩σµ, where the diagonal

submatrix of g is represented by the 2 × 2 matrix g0 + gµσµ.
The magnetization density is Mµ/MN = 1 + 2

γ h̄H
⟨gµ⟩, where

MN denotes the magnetization in the normal state. Hence,
the diagonal self-energy describes an effective exchange
interaction to the spin polarization density of neutrons.

No stable region of nonunitary states is found in Fig. 1(c).
According to Fig. 1(a), however, the weak coupling limit is
close to the boundary of the cyclic phase and the cyclic phase
is nearly degenerate with the UN/BN phases. Therefore, the
ground state in Fig. 1(c) may be replaced by the cyclic phase
when strong coupling corrections are taken into account.

In Fig. 1(c), the UN (BN) phase appears at H = 0 (H ̸= 0).
The magnetic field gives rise to pair breaking in the momentum
region within d(k) · H ̸= 0. Consequently, the UN and D2 BN
phases are always accompanied by pair breaking because of
d(k) · H ̸= 0 for any H . The most favored configuration of
d(k) under H is d(k) ⊥ H , which can be realized by only the
D4 BN phase with the nodal direction aligned to ŵ ∥ H .

Two BN phases are separated by the second-
(first-) order phase boundary in the higher (lower) T
regime. The phase boundaries meet at the tricritical point
(T/Tc0,γ h̄H/πkBTc0) = (0.45,0.083) for F a

0 = −0.7. To
capture a consequence of the tricritical point, in Fig. 1(d) we
plot the heat capacity C(T ) = CN(T ) − T ∂2δ)/∂T 2, where
CN(T ) = 2π2

3 NFk
2
BT is the heat capacity of normal neutrons

and NF is the density of states of normal neutrons at the
Fermi level. The heat capacity contains critical information
on the thermal evolution of neutron stars [28]. In Fig. 1(d),
C(T ) shows the double jumps and the jump at the lower T
increases as (T ,H ) approaches the tricritical point. In recent
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We clarify the topology of 3P 2 superfluids which are expected to be realized in the inner cores of neutron
stars and cubic odd-parity superconductors. 3P 2 phases include uniaxial/biaxial nematic phases and nonunitary
ferromagnetic and cyclic phases. Here, we show that all the phases are accompanied by different types of
topologically protected gapless fermions: surface Majorana fermions in nematic phases and a quartet of (single)
itinerant Majorana fermions in the cyclic (ferromagnetic) phase. Using the superfluid Fermi liquid theory, we
also demonstrate that dihedral-two and -four biaxial nematic phases are thermodynamically favored in the weak
coupling limit under a magnetic field. It is shown that the tricritical point exists on the phase boundary between
these two phases and may be realized in the core of realistic magnetars. We unveil the intertwining of symmetry
and topology behind the mass acquisition of surface Majorana fermions in nematic phases.

DOI: 10.1103/PhysRevB.95.140503

Introduction. The topological concept of matter has recently
spread over diverse fields in condensed matter. Nontriv-
ial topology embedded in bulk brings about topological
quantization in transport and anomalous electromagnetic
responses [1,2]. The topological viewpoint has also shed light
on a new facet of unconventional superconductors/superfluids
[3–10]. The key ingredient is Majorana fermions, which
behave as non-Abelian anyons [11,12] and possess Ising
spins [13–16]. The former is expected to be a key for
realizing fault-tolerant quantum computation [17,18], while
the latter is a consequence of the intertwining of topology and
symmetry [16].

The purpose of this Rapid Communication is to unveil
topological superfluidity relevant for high dense cores of
neutron stars and cubic superconductors [19–22]. Neutron
stars are unique astrophysical objects under extreme condi-
tions. Neutron superfluidity is an indispensable ingredient for
understanding the evolution of neutron stars. Superfluidity
indeed gives a key to understanding the long relaxation
time observed in the sudden speed-up events of neutron
stars [23–25], and the enhancement of neutrino emission at
the onset of superfluid transition might explain the the recently
observed cooling process [26–29]. The existence of superfluid
components may also explain the sudden changes of spin
periods observed in pulsars [30,31].

The prediction of 3P2 superfluidity in neutron stars dates
back to 1970 [32,33]. A strong spin-orbit force between
nuclei generates a short-ranged attractive 3P2 interaction,
and the high density induces a repulsive core in the 1S0
channel. The 1S0 → 3P2 transition indeed occurs at a critical
density (∼1014 g/cm3) relevant for the interior of neutron
stars [32–37]. As seen in Fig. 1(a), superfluid states subject
to the total angular momentum J = 2 are classified into
several phases [37–39]. Nematic phases preserve the time-
reversal symmetry (TRS), while the cyclic and ferromagnetic
phases are nonunitary states with spontaneously broken TRS.
The richness of 3P2 order parameters brings about various
types of massive/massless bosonic modes [40–48] and exotic

topological defects, including spontaneously magnetized vor-
tices, fractional, and non-Abelian vortices [36,49–52]. In
contrast to “bosonic” excitations, studies on the topology of
“fermions” in 3P2 superfluids are lacking.

In this Rapid Communication, we clarify that various types
of topological fermions exist in 3P2 superfluids. Low-lying
fermionic excitations in nematic phases are governed by
two-dimensional Majorana fermions bound to the surface.
Their mass acquisition is prohibited by the intertwining of
symmetry and topology. In contrast, the cyclic phase possesses
eight Weyl points and the low-lying quasiparticles behave as a
quartet of itinerant Majorana fermions. These observations on
topological fermions may give insight into transports and the
cooling mechanism in the inner cores of neutron stars.

3P2 phases can be realized in cubic odd-parity superconduc-
tors, i.e., the Eu irreducible representation of the Oh symmetry
group [19–22]. The formation of higher partial wave pairs,
e.g., 3P J , has also been discussed in cold atoms [53,54]. Here,
we argue tangible systems to realize topological phenomena
inherent to 3P2 phases.

Phase diagrams. We start to clarify the gap structure and
the thermodynamic stability of 3P2 superfluids. We define Pauli
matrices σ (τ ) in the spin (Nambu) space. The bulk states are
determined by the Bogoliubov–de Gennes (BdG) Hamiltonian,
H = 1

2

∑
k c†(k)H (k)c(k),

H (k) =
(

ε(k) iσ · d(k)σ2
iσ2σ · d∗(−k) −εT(−k)

)
, (1)

where c†(k) = [c†↑(k),c†↓(k),c↑(−k),c↓(−k)] denotes the cre-
ation and annihilation operators of neutrons in the Nambu
space. Here, ε(k) is composed of a 2 × 2 single-particle energy
subject to a simultaneous rotation of spin and orbital spaces,
SO(3)J , and the Zeeman field −γ h̄H · σ/2. Spin-triplet pairs
are generally represented by d(k) and the 3P2 order parameter
is given by the second-rank, traceless, and symmetric tensor
dµi , where dµ(k) = dµi k̂i and k̂ = k/kF. The repeated indices
imply the sum over (1,2,3) or (x,y,z). The quasiparticle
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FIG. 3. (a) Temperature dependence of the order parameter r(B,T ). (b) the heat capacity CS(T, B). (c) the magnetization M(T, B) − MN(B) ≡
−∂δΩ/∂B around the CEP. The open (closed) circles correspond to the first (second) order phase transition between D2-BN and D4-BN states.
Here we set G(n)

0 = −0.7.

that the position of the CEP reads (Tcep/Tc, γnBcep/(πTc)) ≈
(0.48950, 0.079063), (0.28568, 0.184375), (0.2225, 0.24875),
and (0.15, 0.3111) for G(n)

0 = −0.7, −0.4, −0.2, and 0, re-
spectively. The CEP shifts toward low temperatures with
G(n)

0 → −η with a small positive number η (0 < η ≪ 1),
and vanishes at a positive value of G(n)

0 .
The consequence of the CEP is captured by thermodynamic

quantities. First, in Fig. 3(b), we plot the heat capacity in the
superfluid state per volume, C(T, B), which is obtained from
the Luttinger-Ward thermodynamic potential, ∆Ω[g], as

CV (T, B) ≡ CN(T ) − T
∂2∆Ω

∂T 2 , (51)

where the heat capacity of the normal gas of neutrons is
given by CN(T ) = (2π2/3)NFk2

BT . The heat capacity con-
tains critical information on the thermal evolution of neutron
stars [105]. The heat capacity shows the jump at the lower T .
Another quantity which captures the consequence of the CEP
is the magnetization M. This is defined as the first derivative
of ∆Ω,

M(T, B) = MN(B) − ∂∆Ω
∂B
, (52)

which coincides with Eq. (32). It is seen from Fig. 3(c) that the
T -dependence of M has the jump in the higher B region, indi-
cating the first-order phase transition from the D2-BN phase
to the D4-BN phase. The jump in M decreases as the magnetic
field approaches the CEP. The discontinuity of M implies the
divergence of the spin susceptibility,

χ(T, B) =
∂M
∂B
= χN −

∂2∆Ω

∂B2 . (53)

To extract the critical behaviors of the 3P2 superfluids, we
compute the critical exponents around the CEP at (Tcep, Bcep).
We note that the contributions of the normal gas of neutrons
to Eqs. (51) and (52), CN(T ) and MN(B), are negligible in
the vicinity of the CEP, and the critical behaviors of the heat
capacity CV , the magnetization M, and the spin susceptibility
χ, are governed by the superfluid contributions,

CV (T, B) ≈ −T
∂2∆Ω

∂T 2 , (54)

(b)

(d)
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FIG. 4. The scaling behavior of CV(T, Bcep), M(T, Bcep), M(Tcep, B),
and χ(T, Bcep) around the CEP (Tcep/Tc, γnBcep/(πTc)) ≈
(0.48950, 0.079063) for G(n)

0 = −0.7 (circles) and
(0.28568, 0.184375) for G(n)

0 = −0.4 (triangles). Here we set
CV (T ) ≡ CV (T, Bcep), M(T ) ≡ M(T, Bcep), M(B) ≡ M(Tcep, B),
χ(T ) ≡ χ(T, Bcep), Ccep

V ≡ CV (Tcep, Bcep), Mcep ≡ M(Tcep, Bcep), and
χcep ≡ χ(Tcep, Bcep).

M(T, B) ≈ −∂∆Ω
∂B
, (55)

χ(T, B) ≈ −∂
2∆Ω

∂B2 . (56)

Then, we consider the set of the critical exponents (α, β, γ, δ)

r (-1≤r≤-1/2) C: �� M: ª/ 
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from the scaling behavior, which are parametrized by

CV (T, Bcep) −CV (Tcep, Bcep) ∝ |T − Tcep|−α, (57)

M(T, Bcep) − M(Tcep, Bcep) ∝ |T − Tcep|β, (58)

M(Tcep, B) − M(Tcep, Bcep) ∝ |B − Bcep|1/δ, (59)
χ(T, Bcep) − χ(Tcep, Bcep) ∝ |T − Tcep|−γ, (60)

for T < Tcep and B < Bcep. Under the scaling hypothesis, the
set of the critical exponents, (α, β, γ, δ), satisfies three equal-
ities in Eqs. (1)-(3), i.e., Rushbrooke, Griffiths, and Widom
equalities, that should hold at the CEP for any systems irre-
spective to the different interactions and dimensions. These
three relations relate the critical exponents of magnetic sys-
tems, which have the endpoint of a first-order phase transition
in non-zero temperatures.

Figure 4 shows the scaling behavior of the specific heat
CV(T, B), the magnetization M(T, B) and the spin suscep-
tibility χ(T, B) around the CEP, (Tcep, Bcep), which are di-
rectly computed with self-consistent solutions of the super-
fluid Fermi liquid theory. From these data, we read the values
of the critical exponents as

α = 0.68, β = 0.41, γ = 0.57, δ = 2.3, (61)

for G(n)
0 = −0.7. We find that the values of Eq. (61) satisfy the

three equalities Eqs. (1)-(3) within the error range of 10% at
most:

α + 2β + γ = 2.07, (62)
α + β(1 + δ) = 2.03, (63)

−γ
β
+ δ = 0.91, (64)

indicating that the superfluid Fermi liquid theory properly
captures the critical behavior of the CEP in neutron 3P2

superfluids. For G(n)
0 = −0.4, we read (α, β, γ, δ) =

(0.60, 0.45, 0.59, 2.3) from the data in Fig. 4, which satisfy the
above equalities within the error range of 10% at most, such
that α+2β+γ = 2.09, α+β(1+ δ) = 2.09, and − γβ + δ = 0.99.
In Table I, we summarize the values of the critical exponents,
{α, β, γ, δ}, for the Landau parameters G(n)

0 = −0.7 and −0.4.
It turns out that the resulting exponents are insensitive to the
screening effect of the external magnetic field due to the spin-
polarized molecular field.

We propose that the set of the critical exponents, (α, β, γ, δ),
in Eq. (61) belongs to a new type of university class. First
of all, one may notice the large value of α (α ∼ 0.6). It is
known that the value of α is usually much smaller than one in

the phase transitions accompanied with a continuous symme-
try breaking at least in known models thus far. However, the
value of α can be larger in the cases accompanied with dis-
crete symmetry breaking, such as the Potts model in two di-
mensions [94, 95]. In our case, the CEP appears in the phase
transition with a discrete symmetry breaking, i.e., from D2 to
D4. Thus, it may be natural to have the large value of α in
the neutron 3P2 superfluid. Phenomenologically, the large α
indicates that the heat capacity is much enhanced at the CEP
(cf. Eq. (57)), which may affect the cooling process in the evo-
lution of neutron stars. Naively to say, the large heat capacity
will lead to a slow cooling in the evolution of neutron stars.

Another feature of the critical exponents in Eq. (61) is that
the value of γ is smaller than one (γ ∼ 0.5). In the literature,
there are only a limited number of examples which indicate
γ < 1. One example is the O(n) model with n < 0 [96].
The O(n) model induces the Ising model at n = 1 and the
percolation model at n = 0. If the value of γ is expressed in the
asymptotic series up to the second-order terms in the vicinity
of four dimensions, it is found that γ can be smaller than one
if n is extrapolated to the negative region (n < 0). Another
example for γ < 1 is the tricritical Ising model coupled to
massless Dirac fermions [97]. In conclusion, the large α and
the small γ are the unique feature of the critical exponents in
the neutron 3P2 superfluid, implying a new universality class.

III. GINZBURG-LANDAU THEORY FOR THE CRITICAL
ENDPOINT

A. Ginzburg-Landau free energy

Let us turn to a discussion based on the Ginzburg-Landau
(GL) theory [27, 28, 56–61, 81, 90–92]. In the weak coupling
limit for the neutron-neutron interaction, we obtain the GL
free energy density

∆Ω[A] = Ω(0)
8 [A] +Ω(≤4)

2 [A] +Ω(≤2)
4 [A] + O(BmAn)m+n≥7,

(65)

as an expansion series in terms of the condensate Aµi and
the magnetic field B [90, 92]. We have adopted the quasi-
classical approximation for the momentum integrals for the
neutron loops. Notice that the free energy part for the non-
interacting neutron is not included, because they are irrelevant
to the the condensate. Each term in Eq. (65) is explained as
follows. Ω(0)

8 [A] includes Aµi up to the 8th order with no mag-
netic field, Ω(≤4)

2 [A] includes Aµi up to the 2nd order with the
magnetic field up to |B|4, and Ω(≤2)

4 [A] includes Aµi up to the
4th order with the magnetic field up to |B|2. Their explicit
forms are

Ω(0)
8 [A] = K(0)

∑

i, j,µ=1,2,3

(
∇ jA∗iµ∇ jAµi + ∇iA∗iµ∇ jAµ j + ∇iA∗jµ∇ jAµi

)

+α(0)(trA∗A
)
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FIG. 5. The scaling behavior of CV (T, B), M(T, B) and χ(T, B)
around the CEP (Tcep/Tc, γnBcep/(πTc)) = (0.774597, 0.004465).
Here we use the same abbreviations as those in Fig. 4.

CV (T, B), M(T, B) and χ(T, B) in Fig. 5. From those plots, we
find that the values of the critical exponents read as:

α = 0.60, β = 0.49, γ = 0.52, δ = 1.95. (70)

When we substitute the values in Eq. (70) to the left hand sides
of the identities, Eqs. (1), (2), and (3), we obtain

α + 2β + γ = 2.10, (71)
α + β(1 + δ) = 2.04, (72)

−γ
β
+ δ = 1.11. (73)

Those values agree with the values in the right-hand-sides in
Eqs. (1), (2), and (3) by the exact values within the 10% nu-
merical error.

In Table I, we summarize the values of the critical expo-
nents from the BdG equation with different values of G(n)

0 and
the ones from the GL equation. Interestingly, we observe that
they are close to each other, even though the positions of the
CEP on the T -B plane are different (cf. Fig. 1). The coinci-
dence between the two suggests that the GL equation up to the
8th order term (δ0 term) captures the essence of the CEP of the
neutron 3P2 superfluid. Thus, the GL equation also supports a
new universality class discussed in Sec. II E.

IV. SUMMARY AND DISCUSSION

We have discussed the critical exponents at the CEP in the
phase diagram of the neutron 3P2 superfluidity, which can ex-
ist inside of neutron stars. Adopting the BdG equation with

TABLE I. Critical exponents (α, β, γ, δ) computed by the superfluid
Fermi liquid theory with G(n)

0 = −0.7 and −0.4 in the BdG theory and
the GL theory. The Fermi liquid correction with G(n) < 0 leads to the
screening effect of a magnetic field due to spin-polarized molecular
field. Notice that the values of the critical exponents in the GL theory
are independent of G(n)

0 .

G(n)
0 α β γ δ

BdG -0.7 0.68 0.41 0.57 2.3
-0.4 0.60 0.45 0.59 2.3

GL 0.60 0.49 0.52 1.95

the spin-polarization effect, we have obtained the critical ex-
ponents and have confirmed that they satisfy the universal re-
lations, i.e. the Rushbrooke, Griffiths, and Widom equalities,
which hold for the spin systems. We have argued that the set
of the critical exponents with large α and small γ belongs to a
new universality class. One of the interesting features of the
obtained critical exponents is the large α and small γ, in which
the former indicates the slow cooling in the evolution of the
neutron stars. We have checked that the spin-polarization ef-
fect induces the unique values of the critical exponents within
the 10% numerical errors. We also have investigated the crit-
ical exponents in the GL equation up to the 8th order, and
have confirmed that they satisfy the same universality rela-
tions, again within 10% errors. In spite of the different loca-
tions of the CEP in the phase diagram for the BdG equation
and for the GL equation, we have found that the values of the
critical exponents from the GL equation are properly regarded
to be the same to the ones from the BdG equation, although
there are still some discrepancies between the two due to the
limited number of terms in the GL equation. Thus, we reach
the conclusion that the GL equation up to the 8th order cap-
tures correctly the behaviors at the CEP in the neutron 3P2
superfluids.

For more advanced study in future, we leave comments
on the Fermi liquid parameter G(n)

0 in dense neutron matter.
Bäckman et al. [106] computed the Fermi liquid parameters
including the spin channel and isospin channel of quasipar-
ticle scattering processes and find that G(n)

0 in Eq. (29) may
be negligible. This result stems from the short-range property
of the ρ-meson exchange interaction. It will be important to
more carefully study the short-range behavior of the nucleon-
nucleon interaction, which will be attributed by the quark-
exchange contributions at the nucleon core, the core polariza-
tion in the nuclear medium, and so on. As for another ques-
tion, we may consider how the evolution of the neutron stars
are influenced by the enhancement of the heat capacity, the
magnetization, and the spin susceptibility at the CEP. Those
information will be useful to research the internal structures
of the neutron stars through the astrophysical observations.

ACKNOWLEDGMENTS

The authors would like to thank Michikazu Kobayashi for
useful discussion. This work was supported by the Grant-in-

��� ª/� ª/�ƀƑƨª/��
ƒŲƤƛ�� 
ƏƢƝƪƄƪ�

9

from the scaling behavior, which are parametrized by

CV (T, Bcep) −CV (Tcep, Bcep) ∝ |T − Tcep|−α, (57)

M(T, Bcep) − M(Tcep, Bcep) ∝ |T − Tcep|β, (58)

M(Tcep, B) − M(Tcep, Bcep) ∝ |B − Bcep|1/δ, (59)
χ(T, Bcep) − χ(Tcep, Bcep) ∝ |T − Tcep|−γ, (60)

for T < Tcep and B < Bcep. Under the scaling hypothesis, the
set of the critical exponents, (α, β, γ, δ), satisfies three equal-
ities in Eqs. (1)-(3), i.e., Rushbrooke, Griffiths, and Widom
equalities, that should hold at the CEP for any systems irre-
spective to the different interactions and dimensions. These
three relations relate the critical exponents of magnetic sys-
tems, which have the endpoint of a first-order phase transition
in non-zero temperatures.

Figure 4 shows the scaling behavior of the specific heat
CV(T, B), the magnetization M(T, B) and the spin suscep-
tibility χ(T, B) around the CEP, (Tcep, Bcep), which are di-
rectly computed with self-consistent solutions of the super-
fluid Fermi liquid theory. From these data, we read the values
of the critical exponents as

α = 0.68, β = 0.41, γ = 0.57, δ = 2.3, (61)

for G(n)
0 = −0.7. We find that the values of Eq. (61) satisfy the

three equalities Eqs. (1)-(3) within the error range of 10% at
most:

α + 2β + γ = 2.07, (62)
α + β(1 + δ) = 2.03, (63)

−γ
β
+ δ = 0.91, (64)

indicating that the superfluid Fermi liquid theory properly
captures the critical behavior of the CEP in neutron 3P2

superfluids. For G(n)
0 = −0.4, we read (α, β, γ, δ) =

(0.60, 0.45, 0.59, 2.3) from the data in Fig. 4, which satisfy the
above equalities within the error range of 10% at most, such
that α+2β+γ = 2.09, α+β(1+ δ) = 2.09, and − γβ + δ = 0.99.
In Table I, we summarize the values of the critical exponents,
{α, β, γ, δ}, for the Landau parameters G(n)

0 = −0.7 and −0.4.
It turns out that the resulting exponents are insensitive to the
screening effect of the external magnetic field due to the spin-
polarized molecular field.

We propose that the set of the critical exponents, (α, β, γ, δ),
in Eq. (61) belongs to a new type of university class. First
of all, one may notice the large value of α (α ∼ 0.6). It is
known that the value of α is usually much smaller than one in

the phase transitions accompanied with a continuous symme-
try breaking at least in known models thus far. However, the
value of α can be larger in the cases accompanied with dis-
crete symmetry breaking, such as the Potts model in two di-
mensions [94, 95]. In our case, the CEP appears in the phase
transition with a discrete symmetry breaking, i.e., from D2 to
D4. Thus, it may be natural to have the large value of α in
the neutron 3P2 superfluid. Phenomenologically, the large α
indicates that the heat capacity is much enhanced at the CEP
(cf. Eq. (57)), which may affect the cooling process in the evo-
lution of neutron stars. Naively to say, the large heat capacity
will lead to a slow cooling in the evolution of neutron stars.

Another feature of the critical exponents in Eq. (61) is that
the value of γ is smaller than one (γ ∼ 0.5). In the literature,
there are only a limited number of examples which indicate
γ < 1. One example is the O(n) model with n < 0 [96].
The O(n) model induces the Ising model at n = 1 and the
percolation model at n = 0. If the value of γ is expressed in the
asymptotic series up to the second-order terms in the vicinity
of four dimensions, it is found that γ can be smaller than one
if n is extrapolated to the negative region (n < 0). Another
example for γ < 1 is the tricritical Ising model coupled to
massless Dirac fermions [97]. In conclusion, the large α and
the small γ are the unique feature of the critical exponents in
the neutron 3P2 superfluid, implying a new universality class.

III. GINZBURG-LANDAU THEORY FOR THE CRITICAL
ENDPOINT

A. Ginzburg-Landau free energy

Let us turn to a discussion based on the Ginzburg-Landau
(GL) theory [27, 28, 56–61, 81, 90–92]. In the weak coupling
limit for the neutron-neutron interaction, we obtain the GL
free energy density

∆Ω[A] = Ω(0)
8 [A] +Ω(≤4)

2 [A] +Ω(≤2)
4 [A] + O(BmAn)m+n≥7,

(65)

as an expansion series in terms of the condensate Aµi and
the magnetic field B [90, 92]. We have adopted the quasi-
classical approximation for the momentum integrals for the
neutron loops. Notice that the free energy part for the non-
interacting neutron is not included, because they are irrelevant
to the the condensate. Each term in Eq. (65) is explained as
follows. Ω(0)

8 [A] includes Aµi up to the 8th order with no mag-
netic field, Ω(≤4)

2 [A] includes Aµi up to the 2nd order with the
magnetic field up to |B|4, and Ω(≤2)

4 [A] includes Aµi up to the
4th order with the magnetic field up to |B|2. Their explicit
forms are

Ω(0)
8 [A] = K(0)

∑

i, j,µ=1,2,3

(
∇ jA∗iµ∇ jAµi + ∇iA∗iµ∇ jAµ j + ∇iA∗jµ∇ jAµi

)

+α(0)(trA∗A
)
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FIG. 6. A schematic figure of a magnetic field configuration to
illustrate the flipped magnetic moment and the leakage. The dotted
red arrows and the solid blue arrows denote the magnetic field H and
magnetic moment M, respectively.

Note that in this article we observed a sign flip of the trapped
magnetic moment inside the core of a 3P 2 neutron superfluid
vortex. For this case it is natural to think of the system as a
chain of aligned magnetic moments with a flipped moment at
the position of the kink. Hence, ∇ · M ̸= 0 on the junctions,
where M is defined in Eq. (2.13). Since the total magnetic field
B is divergenceless, ∇ · B = 0, there would be a leakage of a
magnetic field, say H , from the junctions. In this case ∇ · H ̸=
0 at the junctions and the total magnetic field is defined as B =
(H + 4π M). We schematically show in Fig. 6 an example of a
magnetic field configuration with a flipped magnetic moment
together with the resulting leakage of the magnetic field.

V. CONCLUSIONS

In this article, we have derived an effective theory of 3P 2
neutron superfluid vortices at large distances and expressed
solely in terms of the phase δ of the vortex profile function g.
g lives in one of the off-diagonal components of the tensorial
3P 2 order parameter Aα i . Here, δ plays a crucial role as it
gives a nonzero spontaneous magnetization in the core region
of 3P 2 neutron superfluid vortices for the angular independent
profile function g. Variations in δ change the induced magnetic
moment accordingly. In our analysis we have found that at
low energies the 3P 2 superfluid vortices are described by
a double sine-Gordon model in addition to the well-known
Kelvin (translational zero) modes part. We have derived a kink
solution of this particular double sine-Gordon model and have
determined its BPS energy bound. We have found that the
vortex core magnetization flips its direction at the kink on the
vortex.

Since the number of vortices in a rotating NS is of the
order of 1019 and the NS radius is about 10 km, there should
exist a large number of magnetic strings in the NS interior like
the ones discussed in this paper. A kink-antikink pair may be
created spontaneously during the creation of the vortex through
phase transition. Possible implications of these objects for NS
physics should be one of the most important future problems.

In this article, we have neglected higher order terms
(especially sixth-order terms) in the GL free energy. We also
did not take into account the effect of an external magnetic
field. However, in the core of neutron stars where one is most
likely to find neutron superfluid, the inclusion of high external
magnetic fields and of the sixth-order term would be important.
So it would be interesting to study the effective free energy in
the presence of high external magnetic fields and with nonzero
sixth-order term included. We have also considered only static
configuration in this article. In order to discuss dynamics,
we have to include time dependence. To this end, we need
a time-dependent GL equation, which has not been obtained
yet. For the time-dependent problem, the phase δ has to be
promoted to a time-dependent function and can be treated as
a field which lies on the two-dimensional string world sheet.
Fluctuations of δ may indicate changes in the magnetization on
the world sheet. In the case of conventional superfluids, Kelvin
modes will propagate with a quadratic dispersion relation for
small system sizes; see, e.g., Ref. [52]. However, it is well
known that for large system sizes the dispersion relation is
given by ϵ = k ln k with wave vector k. Recently, a formula
for arbitrary system sizes was obtained in Ref. [53]. On the
other hand, the gapful mode δ was previously unknown. We
expect δ to have relativistic dynamics.

In this article, we have discussed only the integer vortex.
For strong magnetic fields, the ground state is in the D4-biaxial
nematic phase admitting half-quantized non-Abelian vortices
[43]. The vortex core magnetization is ten times larger than that
of the integer vortex. For this case we should also derive the
low-energy collective coordinate approximation and construct
a magnetic lump.
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APPENDIX A: GINZBURG-LANDAU DESCRIPTION
FOR 3 P2 SUPERFLUIDS

In this Appendix, we briefly discuss the Ginzburg-Landau
(GL) construction of 3P 2 superfluids and the associated
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FIG. 2. Schematic views of pairings of vortices at s-p-s interfaces resulting in vortex clusters. (a) top view of a vortex network, (b) top view
and (c) view from diagonally above of a 3D configuration. In (a), black and grey dots denote integer vortices in the s-wave region at the top
and bottom, respectively, while red and blue dots and lines denote HQVs in the p-wave region forming an Abrikosov lattice. Clusters with
sizes one, three and four are shown.

of connected vortices as in Figure 2. As we show below, in this case, each cluster can contain a large number of vortices, which
exhibits the power-law distribution of glitches.

FIG. 3. logP (E) vs. logE plot of observed glitches of energy E.

Observed distribution of energy. - Let us analyze the glitch dataset reported by ref. [28]; we additionally use the pulsar
catalogue [29] to retrieve the pulsar periods. Let P

o

(E) denote the cumulative probability of observed glitch energies as in [12]
(see Appendix for details). Figure 3 displays the log-log plot of P

o

(E) obtained from the analysis of 533 glitches, where the
line, determined by the least squares method using all 533 data points, shows the cumulative distribution of the power law

P
o

(E) ⇠ E�0.88±0.03. (1)

One can see that in the central region (away from extremely small or extremely large glitches), the cumulative distribution is
well approximated by the power law.

Cluster size and energy distribution. - The radius of the whole core is typically 10km. There is an uncertainty for the size
of the p-wave inner core but it is thought to be a few km. The mean intervortex distance is of order 10

�6m, and the number
of vortices is of order 10

19. We assume that the s-p interfaces are mostly flat and parallel for simplicity although the outer and
inner cores would be almost spherical. However, our results do not depend on the precise details of the underlying shapes and
sizes at all. We further assume a triangular vortex lattice which is rigidly rotating, as is typically the case for superfluids. We
consider a rotating frame in which this lattice is static. Then, at the s-p interface, two HQVs with different topological charges
in the p-wave region will pair and connect to an integer vortex in the s-wave region via a boojum.

In order to study the cluster size distribution we employ the following model. We assume that the HQVs in the p-wave region
form an Abrikosov-like triangular lattice with periodic boundary conditions; however we do not assume any restriction on the
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FIG. 3. The upper panels: We show the examples of the GL free energy on the plane with axes f0 cos� and f0 sin� for the

bulk UN, D2-BN and D4-BN phases. The degenerate vacua are shown by the colorful points in each bulk phase (orange for

the bulk UN phase, magenta for the bulk D2-BN phase, and blue for the bulk D4-BN phase), and they are connected by the

domain walls W

↵ (↵ = 1, 2, 3, 13). The lower panels: The three-dimensional vectors (f1, f2, f3) with f1 + f2 + f3 = 0 are

shown by the colorful arrows for the bulk UN, D2-BN, and D4-BN phases. The domain walls are indicated by the arrows, W2,

W1, and W3, for the bulk UN phase, W2 and W13 for the bulk D2-BN phase, and W13 for the bulk D4-BN phase. The arrows

lies on the plane for the traceless condition: f1 + f2 + f3 = 0.

FIG. 4. The GL free energy f̃min = f̃min(�) as functions of the angle �. The gray regions (0  �/⇡ < 1/6) corresponds to the

diagonal form parametrized in the right-hand side of Eq. (16). The arrows indicate the domain walls connecting the di↵erent

minima. The horizontal solid and dashed lines indicate the angle for the UN and D4-BN phases, respectively, and the regions

between them correspond to the D2-BN phase.
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FIG. 2. We show the phase diagram on the plane spanned by the dimensionless temperature t and the dimensionless magnetic

field b. We will consider the three examples for the bulk phases at t = 0.9: b = 0 for the bulk UN phase (circle), b = 0.1 for the

bulk D2-BN phase (square), and b = 0.2 for the bulk D4-BN phase (triangle). The phase boundary by the cyan line indicates

the first-order phase transition [67]. The other phase boundaries are the second-order phase transition.

exist the UN phase at zero magnetic field, the D2-BN at weak magnetic field, and D4-BN phases at strong magnetic

field.14

For convenience in the analysis, instead of Eq. (16), we may express the order parameter in terms of f0 and �,

f1 =

✓
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2
� sin�p
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r
2

3

�
sin�
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✓
�cos�p

2
� sin�p

6

◆
f0, (17)

by dropping d̃ and n in Eq. (14). This is the parametrization that the three-dimensional vector f ⌘ (f1, f2, f3) is

confined on the plane by f1 + f2 + f3 = 0, and � is the rotation angle on this plane. We notice that the restriction

of the range for � to 0  �  ⇡/6 recovers the parametrization in the diagonal form in Eq. (16). We show the GL

potential with the coordinate (f0 cos�, f0 sin�) in Fig. 3, where we set the temperature t = 0.9 and the magnetic field

b = 0 (the UN phase), b = 0.1 (the D2-BN phase), and b = 0.2 (the D4-BN phase). In each phase, there are several

degenerate states in the ground state: six degenerate states in the UN phase, four degenerate states in the D2-BN

phase, and two degenerate states in the D4-BN phase. Those degenerate states are more clearly seen by defining the

GL free energy only with �

f̃min(�) = min
f0�0

f̃(f0,�), (18)

where the right-hand side means that a minimum value of f̃(f0,�) is chosen in the variational calculation with respect

to f0. We show the result of f̃min(�) in Fig. 4. We confirm that the degenerate states: �/⇡ = ±1/6, ±1/2, ±5/6 in

the UN phase, �/⇡ = ±0.129, ±0.870 in the D2-BN phase, and �/⇡ = 0, 1 in the D4-BN phase.

14 We may notice that the D4-BN phase is also extended at low temperature and small magnetic field. There, the first-order phase

transition exists at small magnetic field, and there appears the critical endpoint (CEP) at the meeting point between the first-order and

second-order phase transitions. The first-order phase transition and the CEP is induced by the 8th order term (�(0) term) in the GL

equation [67].
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FIG. 3. The upper panels: We show the examples of the GL free energy on the plane with axes f0 cos� and f0 sin� for the

bulk UN, D2-BN and D4-BN phases. The degenerate vacua are shown by the colorful points in each bulk phase (orange for

the bulk UN phase, magenta for the bulk D2-BN phase, and blue for the bulk D4-BN phase), and they are connected by the

domain walls W

↵ (↵ = 1, 2, 3, 13). The lower panels: The three-dimensional vectors (f1, f2, f3) with f1 + f2 + f3 = 0 are

shown by the colorful arrows for the bulk UN, D2-BN, and D4-BN phases. The domain walls are indicated by the arrows, W2,

W1, and W3, for the bulk UN phase, W2 and W13 for the bulk D2-BN phase, and W13 for the bulk D4-BN phase. The arrows

lies on the plane for the traceless condition: f1 + f2 + f3 = 0.
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FIG. 4. The GL free energy f̃min = f̃min(�) as functions of the angle �. The gray regions (0  �/⇡ < 1/6) corresponds to the

diagonal form parametrized in the right-hand side of Eq. (16). The arrows indicate the domain walls connecting the di↵erent

minima. The horizontal solid and dashed lines indicate the angle for the UN and D4-BN phases, respectively, and the regions

between them correspond to the D2-BN phase.

magnetic field zero weak strong

bulk phase UN D2-BN D4-BN

A ∝ diag
(
f1, f2, f3

)
(1)

A ∝

⎛

⎜⎜⎝

f1 0 0

0 f2 0

0 0 f3

⎞

⎟⎟⎠ (2)

f1 + f2 + f3 = 0 (3)

1

Ã¢ųƋƤŹƪ (ÓZşÊ[�Lh) �

�hKy� ƚŻƋƄƪ�

�Ð 
øRÊj)ŔŋŭŤŗ)�

)�	  fmZpy\qn�

Ã¢ųƋƤŹƪ�



10

FIG. 3. The upper panels: We show the examples of the GL free energy on the plane with axes f0 cos� and f0 sin� for the

bulk UN, D2-BN and D4-BN phases. The degenerate vacua are shown by the colorful points in each bulk phase (orange for

the bulk UN phase, magenta for the bulk D2-BN phase, and blue for the bulk D4-BN phase), and they are connected by the

domain walls W

↵ (↵ = 1, 2, 3, 13). The lower panels: The three-dimensional vectors (f1, f2, f3) with f1 + f2 + f3 = 0 are

shown by the colorful arrows for the bulk UN, D2-BN, and D4-BN phases. The domain walls are indicated by the arrows, W2,

W1, and W3, for the bulk UN phase, W2 and W13 for the bulk D2-BN phase, and W13 for the bulk D4-BN phase. The arrows

lies on the plane for the traceless condition: f1 + f2 + f3 = 0.

FIG. 4. The GL free energy f̃min = f̃min(�) as functions of the angle �. The gray regions (0  �/⇡ < 1/6) corresponds to the

diagonal form parametrized in the right-hand side of Eq. (16). The arrows indicate the domain walls connecting the di↵erent

minima. The horizontal solid and dashed lines indicate the angle for the UN and D4-BN phases, respectively, and the regions

between them correspond to the D2-BN phase.

f1
<latexit sha1_base64="17GZekhJ35YndIRFO3MGYZQb9aQ=">AAACaHichVHLSsNAFD2Nr1ofjbpQcSMtiqsyUUFxVXTj0ldsoUpJ4lQH0yQkaaGG/oAblyquFETEz3DjD7jwE9SlghsX3qQBUVHvMDNnztxz58yM7pjC8xl7SEht7R2dXcnuVE9vX39aHhjc9Oyaa3DVsE3bLeqax01hcdUXvsmLjsu1qm7ygr6/FO4X6tz1hG1t+A2Hb1e1XUtUhKH5RKmVcqA0y3KW5VgU4z+BEoMs4lix5StsYQc2DNRQBYcFn7AJDR61EhQwOMRtIyDOJSSifY4mUqStURanDI3YfRp3aVWKWYvWYU0vUht0ikndJeU4Jtg9u2Yv7I7dsEf2/mutIKoRemnQrLe03CmnD0fW3/5VVWn2sfep+tOzjwrmI6+CvDsRE97CaOnrB8cv6wtrE8Eku2DP5P+cPbBbuoFVfzUuV/naGVL0Acr35/4JNqdzykxuenU2m1+MvyKJMWQwRe89hzyWsQKVzhU4wglOE0+SLA1Lo61UKRFrhvAlpMwHfT6Lmg==</latexit>

f2
<latexit sha1_base64="oO1HXdNPLGq4pY82ax//VcCVRPE=">AAACaHichVG7SgNBFD1ZXzE+smqhYhMSFKswGwXFSrSx9JUHRAm760SH7IvdTSAu/oCNpYqVgoj4GTb+gIWfoJYKNhbebBZERb3DzJw5c8+dMzOaYwjPZ+whJnV0dnX3xHsTff0Dg0l5aLjg2XVX53ndNmy3pKkeN4TF877wDV5yXK6amsGLWm25tV9scNcTtrXpNx2+baq7lqgKXfWJylcrQe6gImdYloWR+gmUCGQQxaotX2ELO7Chow4THBZ8wgZUeNTKUMDgELeNgDiXkAj3OQ6QIG2dsjhlqMTWaNylVTliLVq3anqhWqdTDOouKVOYZPfsmr2wO3bDHtn7r7WCsEbLS5Nmra3lTiV5OLbx9q/KpNnH3qfqT88+qpgPvQry7oRM6xZ6W9/YP37ZWFifDKbYBXsm/+fsgd3SDazGq365xtfPkKAPUL4/909QyGWVmWxubTazuBR9RRwTSGOa3nsOi1jBKvJ0rsARTnAae5JkaVQab6dKsUgzgi8hpT8Afz+Lmw==</latexit>

f3
<latexit sha1_base64="gqPwf0vCzsVtOrjnBuRBWWX2jz8=">AAACaHichVFNLwNBGH66vqo+WhwQF9EQp2a2JMRJuDhqa0uCNLtryqT7ld1tE5r+ARdHxIlERPwMF3/AoT8Bx0pcHLy73UQQvJOZeeaZ93nnmRnNMYTnM9aMSR2dXd098d5EX//AYDI1NFz07Kqrc0W3Ddvd0lSPG8Liii98g285LldNzeCbWmU12N+scdcTtrXhHzp811T3LVEWuuoTpZRL9blGKZVmGRbG5E8gRyCNKNbt1A12sAcbOqowwWHBJ2xAhUdtGzIYHOJ2USfOJSTCfY4GEqStUhanDJXYCo37tNqOWIvWQU0vVOt0ikHdJeUkptkju2Ut9sDu2BN7/7VWPawReDmkWWtruVNKHo8V3v5VmTT7OPhU/enZRxmLoVdB3p2QCW6ht/W1o9NWYSk/XZ9hV+yF/F+yJrunG1i1V/06x/MXSNAHyN+f+ycoZjPyXCabm08vr0RfEccEpjBL772AZaxhHQqdK3CCM5zHnqWUNCqNt1OlWKQZwZeQpj4AgUCLnA==</latexit>

¬YFr: (f1,f2,f3) ƖźƈƤ�

ªB�

�hKy� ƚŻƋƄƪ�

magnetic field zero weak strong

bulk phase UN D2-BN D4-BN

A ∝

⎛

⎜⎜⎝

f1 0 0

0 f2 0

0 0 f3

⎞

⎟⎟⎠ (1)

f1 + f2 + f3 = 0 (2)

1

3P2 ¬YFrö(ƀƑƨ × ÙäÊâ.ç)�

9

r

-1.0

-0.9

-0.8

-0.7

-0.6

-0.5D4-BN�

D2-BN�

UN�

first order
transition�

FIG. 2. We show the phase diagram on the plane spanned by the dimensionless temperature t and the dimensionless magnetic

field b. We will consider the three examples for the bulk phases at t = 0.9: b = 0 for the bulk UN phase (circle), b = 0.1 for the

bulk D2-BN phase (square), and b = 0.2 for the bulk D4-BN phase (triangle). The phase boundary by the cyan line indicates

the first-order phase transition [67]. The other phase boundaries are the second-order phase transition.

exist the UN phase at zero magnetic field, the D2-BN at weak magnetic field, and D4-BN phases at strong magnetic

field.14

For convenience in the analysis, instead of Eq. (16), we may express the order parameter in terms of f0 and �,
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by dropping d̃ and n in Eq. (14). This is the parametrization that the three-dimensional vector f ⌘ (f1, f2, f3) is

confined on the plane by f1 + f2 + f3 = 0, and � is the rotation angle on this plane. We notice that the restriction

of the range for � to 0  �  ⇡/6 recovers the parametrization in the diagonal form in Eq. (16). We show the GL

potential with the coordinate (f0 cos�, f0 sin�) in Fig. 3, where we set the temperature t = 0.9 and the magnetic field

b = 0 (the UN phase), b = 0.1 (the D2-BN phase), and b = 0.2 (the D4-BN phase). In each phase, there are several

degenerate states in the ground state: six degenerate states in the UN phase, four degenerate states in the D2-BN

phase, and two degenerate states in the D4-BN phase. Those degenerate states are more clearly seen by defining the

GL free energy only with �

f̃min(�) = min
f0�0

f̃(f0,�), (18)

where the right-hand side means that a minimum value of f̃(f0,�) is chosen in the variational calculation with respect

to f0. We show the result of f̃min(�) in Fig. 4. We confirm that the degenerate states: �/⇡ = ±1/6, ±1/2, ±5/6 in

the UN phase, �/⇡ = ±0.129, ±0.870 in the D2-BN phase, and �/⇡ = 0, 1 in the D4-BN phase.

14 We may notice that the D4-BN phase is also extended at low temperature and small magnetic field. There, the first-order phase

transition exists at small magnetic field, and there appears the critical endpoint (CEP) at the meeting point between the first-order and

second-order phase transitions. The first-order phase transition and the CEP is induced by the 8th order term (�(0) term) in the GL

equation [67].
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FIG. 10. The plots of the profile functions as the three-dimensional vectors f(d̃) =
�
f1(d̃;n), f2(d̃;n), f3(d̃;n)

�
with f1(d̃;n)+

f2(d̃;n) + f3(d̃;n) = 0 for the domain walls W2
i , W

1
i , and W3

i (i = 1, 2, 3 the directions along x̃1, x̃2, and x̃3 directions) in the

bulk UN phase.
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FIG. 8. The schematic figure of the bunch of the domain walls W 13
2 in the bulk D4-BN phase in the neutron star.
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FIG. 9. The schematic figure for the domain walls W 13
2 in the bulk the D4-BN phase, moving toward the north and south poles.

The orientation of the domain walls is along the magnetic field (the x2 direction). After arriving at the poles, the domain walls

will disappear in the end.

d = (p
F

/(mT

c0))d̃ by substituting d̃ ⇡ 1, where the value of d̃ can be read from Fig. 12 in Appendix B. Then, roughly

speaking, the number of the domain walls will reach N ⇡ R/⇠ = 2.8 ⇥ 1016. Therefore, the energy stemming from

the piled domain walls can be estimated as EDWN ⇡ 2.4⇥ 1045 erg. In reality, the number N would be smaller than

the present estimation, and hence the energy EDWN would be reduced also. Nevertheless, we consider that a huge

energy can be released from the domain walls, leading to a possibility that the domain walls can be found in the

astrophysical phenomena such as glitches as sudden speed-up events of the rotation of neutron stars.

We may consider the following situation that the domain wall trapped around the equator of the neutron star will

not be the static objects, but they move to the north or south poles by releasing the energy of the domain wall. This

is because the smaller radius should be favored energetically, and therefore the domain walls will try to reduce the

radius. In this process, the domain walls would finally disappear when they reach the north or south poles, see Fig. 9.

We may consider that the released energy by the domain walls, which will be emitted from the surface of the neutron

stars, can be detected in astrophysical observation.

V. SUMMARY AND DISCUSSION

We have worked out the domain walls in a neutron 3
P2 superfluid in neutron stars. As an e↵ective theory, we

have adopted the GL equation for describing the domain walls as the non-uniform systems. Considering the bulk
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can be determined by rotating the crossed polarizers: if the 
brushes rotate in the same sense the defect is positive, if it 
rotates in the opposite, it is negative. It should be mentioned 
that the sign of a surface defect can only be derived by fol-
lowing the Volterra process and is not part of the topological 
stability theory [96].

Despite being pinned to an interface, surface defects also 
cause director distortions in the bulk. In the case of a radial 
defect with s  =  1, which is shown in figure 12(c), these dist-
ortions resemble one half of the director field around a hedge-
hog defect [91]. Beyond the surface charge s, this defect can 
therefore also be characterized by a bulk charge Q. Upon 
changing the boundary conditions from planar to homeo-
tropic, a surface defect continously disappears and, when car-
rying a bulk charge of Q  =  +1, is transformed into a hedgehog 
defect [97], as illustrated in figure 13. Other types of surface 
defects with integer strength are shown in figures 12(d) and 

(e). The bulk distortions caused by (d) and (e) induce virtual 
lines of strong director deformation along which the direc-
tor field escapes into the third dimension [98]. Although often 
referred to as ‘defect lines’, these lines lack a defect core in 
their center, hence they are not ‘defects’ in a strict sense. They 
typically connect two integer surface defects through the bulk.

Half-integer surface defects (f)–(h) play a special role 
among the configurations shown in figure  12: they induce 
stable line defects in the bulk of the liquid crystal, so called 
disclinations. Integer defect lines are not stable and the for-
mation of a defect core is avoided by a director escape into 
the third dimension [98]. Disclinations can be subdivided into 
wedge and twist types [5], of which we will only consider 
the former in this review. The ‘wedge’ reflects the defect con-
struction by insertion or removal of a wedge of matter fol-
lowing the Volterra process [96, 99]. Line defects occur in the 
bulk of the liquid crystal, but they typically end at a surface. 
While open-ended disclinations do not exist, defect lines can 
also close up into a loop, then existing separated from the sur-
face. Such closed loops can be considered as hedgehogs with 
an extended core, an issue described in more detail in refer-
ences [95, 100, 101] or with respect to defects in fibers in 
section 4.1. The determination of their topological charge then 
works accordingly to the determination of surface charges s in 
a virtual plane perpendicular to the disclinaton, while the bulk 
charge Q of the closed ring is unity [93].

The sum of all topological charges s and Q in a confined 
liquid crystal obey conservation laws, which are connected 
to the Euler characteristic of the confining surface [91]. For 
spherical confinement and planar or tilted alignment, the 
Poincaré-Hopf theorem requires a total topological charge of 
s  =  +2 on the surface, which corresponds to the Euler char-
acteristic of a sphere [84, 102]. For homeotropic anchoring, 
having no director component in the interface, a total topo-
logical bulk charge of Q  =  +1 (half of the respective Euler 
characteristic) must be contained inside the spherical volume 
according to the Gauss-Bonnet theorem, while the total topo-
logical surface charge is zero [84].

Even without full knowledge of the bulk and interfacial 
properties of a liquid crystal shell or droplet, the thermody-
namic ground state of the director configuration can be derived 

Figure 12. Schematic representations of topological bulk defects 
(a)  +  (b), singular points confined to interfaces (c)–(g) and a 
disclination (h) in a nematic director field. Bulk defects  
(hedgehogs) are characterized by the bulk charge Q. We distinguish 
between (a) radial hedgehog defects with Q  =  +1 and (b) 
hyperbolic hedgehogs with Q  =  −1. Defects confined to surfaces 
carry a topological charge s, which can be integer (c)–(e) or half-
integer (f)–(g). Half-integer surface defects induce defect lines  
(disclinations) in the bulk which connect two surface defects  
of similar sign (h). A misunderstanding commonly arises since 
for half-integer defects (f)  +  (g) the director representation in the 
confining interfaces (shown as grey planes in (h)) appears identical 
to the director representation in an arbitrary plane cutting through 
the line defect (dashed plane in (h)). However, for integer charge 
defects (c)–(e) the point singularity only exists in the confining 
interface; these defects do not induce the formation of line defects 
in the bulk. One should therefore be aware that the sketches (c)–(g) 
represent the director orientation as it appears in the 2D confining 
interface of a bounded nematic.

Planar Tilted Homeotropic
(a)

(b)

Figure 13. Schematic drawing of the two distinct boojum 
transformations under changing boundary conditions from planar 
to homeotropic (adapted with permission from [97]). If the 
boojum carries the topological charges = + ∧ = +s Q1 1, the 
defect dissolves from the interface and forms a hedgehog defect 
in the bulk. (a) In case the bulk charge Q of the boojum is zero 
s Q1 0( )= + ∧ = , the defect gradually disappears upon reducing 

the tangential director field component at the interface (b).
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anchoring on both sides of the LC layer [86]. Instead of 
using salt content difference to establish an osmotic pressure, 
we used higher concentration of PVA in the inner droplets 
(15wt.%) than in the outer continuous phase (10wt.%). As a 
result, the shells were expanded and became thinner over the 
course of several hours, with a consequent rapid disappearance 
of oily streak defects (figure 11). Already after 12 h the shells 
are free of visible defects, which should be compared to about 
a week without osmosis. In the process of osmotic expansion, 
the shell diameter increased from about 180 µm–240 µm, and 
the shell thickness decreased from 27 µm to 11 µm.

3.3. Topological defects in liquid crystal shells and droplets

Liquid crystal shells and droplets exhibit a large variety of 
director field configurations with intriguing textures and 
defect structures. Numerous experimental, theoretical and 
simulation studies have focused on the origin of this structural 
diversity and established a detailed picture of what director 
configurations can occur in nematic, cholesteric or smectic 
droplets and shells. While the respective equilibrium director 
field results from a sensitive interplay between interfacial and 
bulk properties (e.g. spatial dimension of the spherical confine-
ment, surface curvature, anchoring conditions at the confining 
interfaces, bulk and surface elasticity or density mismatch of 
the constituting fluids), the principle reason for the formation 
of topological defects is the sperical confinement itself. When 
a liquid crystal volume is confined by a spherical boundary, 
the anchoring conditions at this interface impose topologi-
cal constraints on the director field which unavoidably force  
topological defects to be formed [90, 91].

A topological defect constitutes a singularity in the local 
orientational order of the LC, which is depicted by the direc-
tor field n r( ). In the close vicinity of this singularity the liq-
uid crystalline order is reduced and the scalar order parameter 
S decreases. In the core of the defect the order breaks down 
completely and the LC is isotropic. A topological defect can-
not decay and the director field in its surrounding cannot be 
continuously transformed into a uniform director field with no 
singularities.

An important distinction has to be made between topologi-
cal defects confined to surfaces and topological bulk defects, 
see figure 12. Defects in the bulk are called hedgehogs and 
carry an integer topological charge of Q (see figures 12(a) and 
(b)) [91]. The magnitude of the bulk charge Q| | is given by the 
fraction of all possible director orientations occuring within 
an imaginary sphere around the defect core. A detailed analyt-
ical description for the determination of the hedgehog charge 
can be found in references [91–93]. Since the nematic director 
is a sign-less pseudovector n n( )= − , the sign of the hedgehog 
charge is degenerate in three-dimensional space, i.e. a positive 
defect can be continously transformed into a negative defect 
[94]. In this review we adopt the common practice that a radial 
hedgehog is given the topological charge Q  =  +1 whereas a 
hyperbolic hedgehog is designated with Q  =  −1 [95].

In contrast to hedgehogs, topological surface defects are 
confined to interfaces and cannot exist freely in the bulk (see 
figures 12(c)–(g)). This type of defect is characterized by a 
surface charge s, which is defined by the index of the director 
field projection onto the confining interface (see [91] or [93] 
for more details). The strict distinction between bulk charge 
Q and surface charge s is important: While hedgehogs with 
Q  =  1 can exist both in the bulk and at the surface, their sur-
face analogs with s  =  1 cannot move inside the nematic bulk 
and are restricted to the interface [95]. Such surface defects 
with unity charge s are called boojums, inspired by the imagi-
nary creature ‘boojum’ in Lewis Carroll’s poem The hunting of 
the Snark [91]. Unlike bulk defects, surface defects can appear 
not only with integer but also with half-integer strength s. The 
strength of a surface defect is given by the ratio s 2/γ π=  with 
γ being the angle by which the director in the surface projec-
tion rotates along a path encircling the singularity [93].

Following this definition, the strength s of a topological 
surface defect in LCs can easily be determined by analyzing 
the polarizing microscopy texture surrounding the defect, see 
e.g. figure 2. The relationship between s| | and the number b 
of brushes pinned to the center of the singularity is given by 
s b 4/| |= . Consequently, defects in the center of four brushes 
hold a strength s 1=±  and defects with only two brushes 

hold a strength of s 1
2

=±  [93]. The sign of the defect strength 

Figure 11. Removal of oily streak defects in short-pitch cholesteric shells by osmotic thinning. Optical microscopy textures in transmission 
without analyser (a, focus on top of shell) and in reflection between crossed polarisers (b) of a cholesteric shell subjected to expansion and 
thinning by osmosis. The patterns are explained in section 3.5. Scale bar 100 µm. Image adapted from [86]. CC BY 4.0.
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FIG. 1. (a) GL phase diagram. (b) Gap and topological structures
of nematic phases. The thick arrows represent the d vectors and
the inner (red-colored) sphere denotes the Fermi sphere. (c) Phase
diagram under a magnetic field, obtained from the superfluid Fermi
liquid theory. The UN phase is stabilized at H = 0 for T < Tc0.
The thick (thin) curve is the first- (second-) order phase boundary.
(d) C(T )/CN(T ) under fixed magnetic fields.

excitation energy at zero fields is given by diagonalizing
Eq. (1) as E±(k) =

√
ε2

0(k) + |d(k)|2 ± |d(k) × d∗(k)|, where
ε0(k) = 1

2 tr ε(k). The Hamiltonian holds the particle-hole
symmetry (PHS), C H (k)C −1 = −H (−k), with C = τ1K ,
where K is the complex conjugation operator. In addition, the
TRS, T H (k)T −1 = H (−k) with T = iσ2K , is preserved
when dµi ∈ R and H = 0.

The ground state is determined by minimizing the
Ginzburg-Landau (GL) energy functional F , which is invari-
ant under SO(3)J and a gauge transformation U (1)ϕ . The func-
tional is given as F = α tr[dd∗] + β1|tr d2|2 + β2[tr(dd∗)]2 +
β3 tr[d2d∗2] [39]. Depending on βi , there are several phases,
as shown in Fig. 1(a). The ground state at the weak coupling
limit is the nematic phase which is represented by [37,39,55]

dµi = '(T ,H )[ûµûi + rv̂µv̂i − (1 + r)ŵµŵi], (2)

with a orthonormal triad (û,v̂,ŵ). This state corresponds
to highly degenerate minima of F with respect to r ∈
[−1,−1/2]. At r = − 1

2 , dµi is invariant under D∞ = SO(2) !
Z2 ≃ O(2) (! is a semidirect product), which is called the
uniaxial nematic (UN) phase. As shown in Fig. 1(b), the full
gap with the hedgehog d vector is accompanied by the U (1)
axis along the ŵ and C2 rotation axes in the v̂–ŵ plane. The
biaxial nematic (BN) phase at r = −1 remains invariant under
dihedral-four D4 symmetry, which has C4 and C2 axes. The
intermediate r holds D2 symmetry with three C2 axes.

In Fig. 1(c), we display the phase diagram un-
der a magnetic field. This is obtained by minimiz-
ing the Luttinger-Ward thermodynamic potential, δ)[g] =
NF
2

∫ 1
0 dλ⟨Tr S(k̂)[gλ(k̂,ωn) − 1

2g(k̂,ωn)]⟩, where ⟨· · · ⟩ =

kBT
∑

n

∫
d k̂
4π

· · · denotes the Fermi surface average and
sum over the Matsubara frequency ωn = (2n + 1)πkBT/h̄
(n ∈ Z) [56–58]. The propagator g, which is a 4 × 4 matrix
in the Nambu space, is obtained from the low-energy part of
the Matsubara Green’s function, and the higher-energy part
is renormalized into the Fermi liquid parameters [56]. The
propagator is governed by the equation

[iωn − v − S{g},g(k̂,r; ωn)] + ivF
µ∂rµ

g(k̂,r; ωn) = 0, (3)

which is supplemented by the normalization condition g2 =
−π2 (we set h̄ = 1). This is the transportlike equation
propagating along the classical trajectory of the Fermi velocity
vF. gλ is obtained by replacing S )→ λS. The Zeeman term
v = − 1

2
1

1+F a
0
γ h̄H · diag(σ ,−σ2σσ2) is rescaled by the Fermi

liquid parameter F a
0 . The theory is reliable in the weak

coupling limit, '/EF ∼ Tc0/TF ≪ 1 (Tc0 is the transition
temperature at H = 0), and applicable to whole temperatures
beyond the GL regime [56–58]. The Fermi liquid behaviors
and strong coupling corrections in dense neutrons were
investigated in Refs. [59–63].

The 4 × 4 self-energy matrix S contains information on
both quasiparticles and 3P2 pair potentials. The 3P2 pair
potentials, which appear in the off-diagonal submatrix of S,
are determined with the spin-triplet anomalous propagator
f through the gap equation dµi(r) = V

2 [⟨fµk̂i⟩ + ⟨fi k̂µ⟩] −
V
3 Tr⟨fµk̂i⟩, where V < 0 is the coupling constant of the 3P2
interaction. The diagonal submatrix of S, ν, represents the
Fermi liquid corrections ν = F a

0
1+F a

0
⟨gµ⟩σµ, where the diagonal

submatrix of g is represented by the 2 × 2 matrix g0 + gµσµ.
The magnetization density is Mµ/MN = 1 + 2

γ h̄H
⟨gµ⟩, where

MN denotes the magnetization in the normal state. Hence,
the diagonal self-energy describes an effective exchange
interaction to the spin polarization density of neutrons.

No stable region of nonunitary states is found in Fig. 1(c).
According to Fig. 1(a), however, the weak coupling limit is
close to the boundary of the cyclic phase and the cyclic phase
is nearly degenerate with the UN/BN phases. Therefore, the
ground state in Fig. 1(c) may be replaced by the cyclic phase
when strong coupling corrections are taken into account.

In Fig. 1(c), the UN (BN) phase appears at H = 0 (H ̸= 0).
The magnetic field gives rise to pair breaking in the momentum
region within d(k) · H ̸= 0. Consequently, the UN and D2 BN
phases are always accompanied by pair breaking because of
d(k) · H ̸= 0 for any H . The most favored configuration of
d(k) under H is d(k) ⊥ H , which can be realized by only the
D4 BN phase with the nodal direction aligned to ŵ ∥ H .

Two BN phases are separated by the second-
(first-) order phase boundary in the higher (lower) T
regime. The phase boundaries meet at the tricritical point
(T/Tc0,γ h̄H/πkBTc0) = (0.45,0.083) for F a

0 = −0.7. To
capture a consequence of the tricritical point, in Fig. 1(d) we
plot the heat capacity C(T ) = CN(T ) − T ∂2δ)/∂T 2, where
CN(T ) = 2π2

3 NFk
2
BT is the heat capacity of normal neutrons

and NF is the density of states of normal neutrons at the
Fermi level. The heat capacity contains critical information
on the thermal evolution of neutron stars [28]. In Fig. 1(d),
C(T ) shows the double jumps and the jump at the lower T
increases as (T ,H ) approaches the tricritical point. In recent
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TABLE I. The remaining symmetries (!), order parameter manifolds (" = #/!) and topological vortices ($1 (")) in possible phases of 3%2
superfluids, the uniaxial/biaxial nematic phases, the cyclic phase, the magnetized BN phase, and the ferromagnetic phase. The magnetized
&4-BN phase with ' = −1 and ( ≠ 0 is also called a broken axisymmetric phase in spin-2 BEC [45]. #NG and #qNG count the number of
Nambu-Goldstone (NG) modes and quasi-Nambu-Goldstone (qNG) modes, respectively. )∗ indicates the universal covering group of ), and
Q = &∗

2
is a quaternion group (see Appendix A of Ref. [65] for the definition of the product ×ℎ).

Phase O.P. [see Eq. (28)] ! " = #/! $1 (") #NG #qNG [66]

Uniaxial nematic ' = −1/2, ( = 0 &∞ ≃ O(2) U(1) × R%2 Z ⊕ Z2 [43, 67] 3 2

Biaxial nematic
' ∈ (−1,−1/2), ( = 0

' = −1, ( = 0
&2
&4

U(1) × SO(3)/&2
[U(1) × SO(3)]/&4

Z ⊕ Q [43, 67]
Z ×ℎ &

∗
4

[43, 44, 65]
4
4

1
1

Cyclic ' = *"2#/3, ( = 0 + [U(1) × SO(3)]/+ Z ×ℎ +
∗ [65, 68–70] 3 —

Magnetized
biaxial nematic

' ∈ (−1,−1/2), ( ∈ (0, 1)
' = −1, ( ∈ (0, 1)

0
,4

SO(3) × U(1)
[U(1) × SO(3)]/Z4

Z2 ⊕ Z
Z ×ℎ ,

∗
4

4
4

—
—

Ferromagnetic
' = −1, ( = 1

Eq. (26)
U(1)$!+2Φ

U(1)$!+Φ

SO(3)$!−2Φ/Z2

SO(3)$!−Φ/Z2

Z4 [69, 71]
Z4 [69, 71]

3
3

—
—

where -3 and "3 represent $ and $/2 rotations around the third
(.) axis, respectively,

-3 =
!"
#
−1 0 0
0 −1 0
0 0 1

$%
&
, "3 =

!"
#
0 −1 0
1 0 0
0 0 1

$%
&
, (30)

and 13 is the 3 × 3 unit matrix. The mixing of nonzero (
component in the &4-BN state lowers the symmetry to the
cyclic group ,4.

In Table I, we summarize the remaining symmetries (!),
order parameter spaces (" = #/!) and topological (vortex)
excitations ($1(")) in possible phases of 3%2 superfluids. In
the nonmagnetic BN state with ' = −1 and ( = 0, the unbro-
ken symmetry is the dihedral-four&4, and the the fundamental
group is $1(") = Z ×ℎ &

∗
4
, which include the possibility of

non-Abelian half-quantized vortices [43, 44]. Recently, the
thermodynamic stability of non-Abelian half-quantized vor-
tices has been discussed by means of the Ginzburg-Landau
theory [44] and microscopic quasiclassical theory [72]. In the
magnetized BN state with ' = −1 and 0 < ( < 1, however,
the &4 symmetry reduces to ,4. The fundamental group,
$1(") = Z ×ℎ ,

∗
4 , indicates that possible vortex excitations

include half-quantized vortices. In Fig. 1, we illustrate the
gap structure and U(1) phase in a half-quantized vortex of the
nonmagnetic &4-BN state. The $ phase jump is compensated
by the four-fold rotation about the .-axis, ,4,% . In the magne-
tized BN state, the element (−1, "3) ensures the topological
stability of the half-quantized vortices. The spatial profile of
the order parameter along the azimuthal angle / ∈ [0, 2$) is
represented as

A&" (/) = Δ*"' (")(/)A&""
tr
) (/) (31)

where ")(/) ∈ O(2) is the 0-fold rotation matrix about the
.-axis,

") (/) =
!"
#
cos(0/) − sin(0/) 0
sin(0/) cos(0/) 0

0 0 1

$%
&
. (32)

The integer vortex is 1 = 1 and 0 = 0, while the half-quantized
vortex is 1 = 1/2 and 0 = ±1/4. They obey Abelian exchange

statistics. In the case of the nonmagnetic &4-BN (' = −1, ( =
0), each non-Abelian half-quantized vortex hosts a single zero
energy mode, which behaves as a non-Abelian anyon [72]. The
non-Abelian anyon is protected by topological invariants, such
as the mirror Chern number. The nonzero ( induces the spin
polarization of the BN order and changes the order parameter
manifold ", but does not affect the topological stability of the
non-Abelian anyon.

III. 3%2 SUPERFLUID PHASE DIAGRAM

A. Particle-hole asymmetry and Zeeman splitting of transition
temperatures

At zero magnetic fields, the excitation energy of Bogoliubov
quasiparticles is obtained from Eq. (20) as

2*=±(!) =

√
[3

(0)
eff

(!)]2 + |"(!) |2 ± |"(!) × "∗ (!) |, (33)

FIG. 1. Schematics of the texture of the gap structure and U(1) phase
in a half-quantized vortex of the unitary (&4) BN state. The gap
structure shows the energy gap 2+ at ! = !F and the thick arrows
denote the spin degrees of freedom of 3%2 Cooper pairs, "(!).

4

where E(!) = diag(!1 (!), !2 (!)) is the energy eigenvalues
of the Hamiltonian. The thermodynamic stability of 3"2 su-
perfluids is determined by minimizing the thermodynamic po-
tentialΩ(# , $, %). The potential is equivalent to the Luttinger-
Ward functional Ω[&̂, Σ̂] when &̂ and Σ̂ satisfy the stationary
conditions in Eqs. (5) and (6). On the basis of the quasiparticle
energy, !! (!), the thermodynamic potential is recast into

Ω =
1

2

∑
!

∫
'3(

(2))3

[
*! (!) − !! (!) − 2# ln(1 + +−"! (!)/# )

]

+
1

2,
tr3 [A

†A] −
1

4-F
.

(s)
0
/2 +

1

4-F
.

(a)
0
02
$ , (21)

where we utilize the relations, tr ln 1 = ln det 1 and∑
% ln[(22

% + 22)/#2] = 2/# + 2 ln(1 + +−&/# ) + 3 (3 is a
#-independent constant). The gap equation for the 3"2 or-
der parameter are derived from the stationary condition of the
thermodynamic potential. The total particle density / and
magnetization density 4' = 1

25n0' are also obtained from
the thermodynamic relations

/ = −
6Ω

6$
, 4' = −

6Ω

6%'
, (22)

respectively. The gap equations for A'( are derived from the
stationary condition of the thermodynamic potential,

7Ω

7A∗
'(

= 0. (23)

The equilibrium state is determined by solving the self-
consistent equations (19), (22), and the gap equation (23) for
A'( .

B. Symmetry classification of 3"2 order parameters

In the absence of external fields, the normal neutron system
is invariant under a gauge transformation [U(1))] and the
three-dimensional spin-orbit rotation [SO(3)* ]

& = U(1)) × SO(3)* . (24)

The order parameter for 3"2 superfluids is the 3 × 3 traceless
symmetric tensor, A'( , defined in Eq. (12). The continuous
symmetry, &, acts on the tensor as

A → +()8A8tr, +() ∈ U(1), 8 ∈ SO(3) (25)

in the 3 × 3 matrix notation. The ordered state spontaneously
breaks the symmetry of the Hamiltonian, &, to 9 ⊂ &. The
group 9 describes the remaining symmetry of the ordered
state and the tensor is invariant under a transformation by the
group element ℎ ∈ 9, ℎA = A. The element ℎ is writ-
ten as ℎ = +(Φ+(!"J" , where Φ and J' are the generators for
a gauge transformation and simultaneous spin-orbit rotation,
respectively, and " is an infinitesimal parameter.

There are three continuous subgroups of &, 9FM =

U(1))−2*# , 9FM′ = U(1))−*# , and 9UN = U(1)*# . The

elements of these subgroups are given by ℎ = +( (!−2J# !) ,
ℎ = +( (!−J# !) , and ℎ = +(J#!, respectively. In the first two
subgroups, the gauge transformation A → A+(! is com-
pensated by the spin-orbit rotation about the ; axis by −< or
−2<, which manifestly exhibits the equivalence between phase
change and spin-orbit rotation. The order parameters of two
ferromagnetic (FM and FM′) phases are given by

AFM
'( = Δ

&'
(

1 ±= 0
±= −1 0
0 0 0

)*
+'(

, AFM′

'( = Δ
&'
(
0 0 1
0 0 ±=
1 ±= 0

)*
+'(

, (26)

where we omit the U(1) phase degrees of freedom. The former
(latter) state corresponds to a condensation of neutrons into
Cooper pairs with >$ = ±2 (>$ = ±1), whose spins are fully
(partially) polarized. The ordered state with 9UN = U(1)*# is
the UN nematic state.

In addition to the ordered states preserving continuous sym-
metry, there exist competitive orders with discrete symmetry.
When the ordered state preserves the time-reversal symmetry,
A'( must be a real symmetric traceless tensor. Hence, the
order parameter with time-reversal symmetry is given by a
diagonal form

A'( = Δ
&'
(
1 0 0
0 ? 0
0 0 −1 − ?

)*
+'(

. (27)

The eigenvalue ? ∈ [−1,−1/2] is the order parameter that
represents the biaxiality of the nematic order parameter. The
most symmetric state is the UN state at ? = −1/2, which
maintains the U(1) symmetry about the @̂ axis in the spin-orbit
space. When ? deviates from the UN point, the ordered state
breaks the U(1) symmetry down to the discrete symmetry.
The BN state at ? = −1 remains invariant under dihedral-four
A4 symmetry, which has theB4 andB2 axes. The intermediate
? holds dihedral-two A2 symmetry with the three B2 axes.

Below, we focus on the high temperature and high magnetic
field regime of 3"2 neutron superfluids. The 3"2 order param-
eter under a magnetic field is expressed in terms of three real
parameters (Δ, C, ?) as

A'( = Δ
&'
(

1 =C 0
=C ? 0
0 0 −1 − ?

)*
+'(

. (28)

Without loss of generality, we assume that the magnetic field is
applied along the ;-axis. The order parameter in Eq. (28) has
three real variational parameters, Δ, ? ∈ [−1,−1/2], and C ∈
[−1, 1], which are determined by solving the self-consistent
equations in Sec. II A. The amplitude of the order parameter
is represented by Δ, while ? ∈ [−1,−1/2] and C ∈ [−1, 1]
quantify the biaxiality and spin-polarization of the nematic
order parameter, respectively. The order parameter in Eq. (28)
contains the FM states in (? = −1, C = −1) and nonmagnetic
UN/BN states in C = 0.

For ? = −1 and C ∈ (0, 1) in Eq. (28), the order parameter
is invariant under the cyclic group B4 ⊂ &, whose elements
(+(!, 8) are

B4 = {(1, 13), (−1, D3), (1, E3), (−1, E3D3)}, (29)
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where E(!) = diag(!1 (!), !2 (!)) is the energy eigenvalues
of the Hamiltonian. The thermodynamic stability of 3"2 su-
perfluids is determined by minimizing the thermodynamic po-
tentialΩ(# , $, %). The potential is equivalent to the Luttinger-
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conditions in Eqs. (5) and (6). On the basis of the quasiparticle
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where we utilize the relations, tr ln 1 = ln det 1 and∑
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The equilibrium state is determined by solving the self-
consistent equations (19), (22), and the gap equation (23) for
A'( .

B. Symmetry classification of 3"2 order parameters

In the absence of external fields, the normal neutron system
is invariant under a gauge transformation [U(1))] and the
three-dimensional spin-orbit rotation [SO(3)* ]

& = U(1)) × SO(3)* . (24)

The order parameter for 3"2 superfluids is the 3 × 3 traceless
symmetric tensor, A'( , defined in Eq. (12). The continuous
symmetry, &, acts on the tensor as

A → +()8A8tr, +() ∈ U(1), 8 ∈ SO(3) (25)

in the 3 × 3 matrix notation. The ordered state spontaneously
breaks the symmetry of the Hamiltonian, &, to 9 ⊂ &. The
group 9 describes the remaining symmetry of the ordered
state and the tensor is invariant under a transformation by the
group element ℎ ∈ 9, ℎA = A. The element ℎ is writ-
ten as ℎ = +(Φ+(!"J" , where Φ and J' are the generators for
a gauge transformation and simultaneous spin-orbit rotation,
respectively, and " is an infinitesimal parameter.

There are three continuous subgroups of &, 9FM =

U(1))−2*# , 9FM′ = U(1))−*# , and 9UN = U(1)*# . The

elements of these subgroups are given by ℎ = +( (!−2J# !) ,
ℎ = +( (!−J# !) , and ℎ = +(J#!, respectively. In the first two
subgroups, the gauge transformation A → A+(! is com-
pensated by the spin-orbit rotation about the ; axis by −< or
−2<, which manifestly exhibits the equivalence between phase
change and spin-orbit rotation. The order parameters of two
ferromagnetic (FM and FM′) phases are given by

AFM
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1 ±= 0
±= −1 0
0 0 0

)*
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'( = Δ
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(
0 0 1
0 0 ±=
1 ±= 0

)*
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where we omit the U(1) phase degrees of freedom. The former
(latter) state corresponds to a condensation of neutrons into
Cooper pairs with >$ = ±2 (>$ = ±1), whose spins are fully
(partially) polarized. The ordered state with 9UN = U(1)*# is
the UN nematic state.

In addition to the ordered states preserving continuous sym-
metry, there exist competitive orders with discrete symmetry.
When the ordered state preserves the time-reversal symmetry,
A'( must be a real symmetric traceless tensor. Hence, the
order parameter with time-reversal symmetry is given by a
diagonal form

A'( = Δ
&'
(
1 0 0
0 ? 0
0 0 −1 − ?

)*
+'(

. (27)

The eigenvalue ? ∈ [−1,−1/2] is the order parameter that
represents the biaxiality of the nematic order parameter. The
most symmetric state is the UN state at ? = −1/2, which
maintains the U(1) symmetry about the @̂ axis in the spin-orbit
space. When ? deviates from the UN point, the ordered state
breaks the U(1) symmetry down to the discrete symmetry.
The BN state at ? = −1 remains invariant under dihedral-four
A4 symmetry, which has theB4 andB2 axes. The intermediate
? holds dihedral-two A2 symmetry with the three B2 axes.

Below, we focus on the high temperature and high magnetic
field regime of 3"2 neutron superfluids. The 3"2 order param-
eter under a magnetic field is expressed in terms of three real
parameters (Δ, C, ?) as

A'( = Δ
&'
(

1 =C 0
=C ? 0
0 0 −1 − ?

)*
+'(

. (28)

Without loss of generality, we assume that the magnetic field is
applied along the ;-axis. The order parameter in Eq. (28) has
three real variational parameters, Δ, ? ∈ [−1,−1/2], and C ∈
[−1, 1], which are determined by solving the self-consistent
equations in Sec. II A. The amplitude of the order parameter
is represented by Δ, while ? ∈ [−1,−1/2] and C ∈ [−1, 1]
quantify the biaxiality and spin-polarization of the nematic
order parameter, respectively. The order parameter in Eq. (28)
contains the FM states in (? = −1, C = −1) and nonmagnetic
UN/BN states in C = 0.

For ? = −1 and C ∈ (0, 1) in Eq. (28), the order parameter
is invariant under the cyclic group B4 ⊂ &, whose elements
(+(!, 8) are

B4 = {(1, 13), (−1, D3), (1, E3), (−1, E3D3)}, (29)

Magnetized biaxial nematic (MBN)� Ferromagnetic (FM)�
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TABLE I. The remaining symmetries (!), order parameter manifolds (" = #/!) and topological vortices ($1 (")) in possible phases of 3%2
superfluids, the uniaxial/biaxial nematic phases, the cyclic phase, the magnetized BN phase, and the ferromagnetic phase. The magnetized
&4-BN phase with ' = −1 and ( ≠ 0 is also called a broken axisymmetric phase in spin-2 BEC [45]. #NG and #qNG count the number of
Nambu-Goldstone (NG) modes and quasi-Nambu-Goldstone (qNG) modes, respectively. )∗ indicates the universal covering group of ), and
Q = &∗

2
is a quaternion group (see Appendix A of Ref. [65] for the definition of the product ×ℎ).

Phase O.P. [see Eq. (28)] ! " = #/! $1 (") #NG #qNG [66]

Uniaxial nematic ' = −1/2, ( = 0 &∞ ≃ O(2) U(1) × R%2 Z ⊕ Z2 [43, 67] 3 2

Biaxial nematic
' ∈ (−1,−1/2), ( = 0

' = −1, ( = 0
&2
&4

U(1) × SO(3)/&2
[U(1) × SO(3)]/&4

Z ⊕ Q [43, 67]
Z ×ℎ &

∗
4

[43, 44, 65]
4
4

1
1

Cyclic ' = *"2#/3, ( = 0 + [U(1) × SO(3)]/+ Z ×ℎ +
∗ [65, 68–70] 3 —

Magnetized
biaxial nematic

' ∈ (−1,−1/2), ( ∈ (0, 1)
' = −1, ( ∈ (0, 1)

0
,4

SO(3) × U(1)
[U(1) × SO(3)]/Z4

Z2 ⊕ Z
Z ×ℎ ,

∗
4

4
4

—
—

Ferromagnetic
' = −1, ( = 1

Eq. (26)
U(1)$!+2Φ

U(1)$!+Φ

SO(3)$!−2Φ/Z2

SO(3)$!−Φ/Z2

Z4 [69, 71]
Z4 [69, 71]

3
3

—
—

where -3 and "3 represent $ and $/2 rotations around the third
(.) axis, respectively,

-3 =
!"
#
−1 0 0
0 −1 0
0 0 1

$%
&
, "3 =

!"
#
0 −1 0
1 0 0
0 0 1

$%
&
, (30)

and 13 is the 3 × 3 unit matrix. The mixing of nonzero (
component in the &4-BN state lowers the symmetry to the
cyclic group ,4.

In Table I, we summarize the remaining symmetries (!),
order parameter spaces (" = #/!) and topological (vortex)
excitations ($1(")) in possible phases of 3%2 superfluids. In
the nonmagnetic BN state with ' = −1 and ( = 0, the unbro-
ken symmetry is the dihedral-four&4, and the the fundamental
group is $1(") = Z ×ℎ &

∗
4
, which include the possibility of

non-Abelian half-quantized vortices [43, 44]. Recently, the
thermodynamic stability of non-Abelian half-quantized vor-
tices has been discussed by means of the Ginzburg-Landau
theory [44] and microscopic quasiclassical theory [72]. In the
magnetized BN state with ' = −1 and 0 < ( < 1, however,
the &4 symmetry reduces to ,4. The fundamental group,
$1(") = Z ×ℎ ,

∗
4 , indicates that possible vortex excitations

include half-quantized vortices. In Fig. 1, we illustrate the
gap structure and U(1) phase in a half-quantized vortex of the
nonmagnetic &4-BN state. The $ phase jump is compensated
by the four-fold rotation about the .-axis, ,4,% . In the magne-
tized BN state, the element (−1, "3) ensures the topological
stability of the half-quantized vortices. The spatial profile of
the order parameter along the azimuthal angle / ∈ [0, 2$) is
represented as

A&" (/) = Δ*"' (")(/)A&""
tr
) (/) (31)

where ")(/) ∈ O(2) is the 0-fold rotation matrix about the
.-axis,

") (/) =
!"
#
cos(0/) − sin(0/) 0
sin(0/) cos(0/) 0

0 0 1

$%
&
. (32)

The integer vortex is 1 = 1 and 0 = 0, while the half-quantized
vortex is 1 = 1/2 and 0 = ±1/4. They obey Abelian exchange

statistics. In the case of the nonmagnetic &4-BN (' = −1, ( =
0), each non-Abelian half-quantized vortex hosts a single zero
energy mode, which behaves as a non-Abelian anyon [72]. The
non-Abelian anyon is protected by topological invariants, such
as the mirror Chern number. The nonzero ( induces the spin
polarization of the BN order and changes the order parameter
manifold ", but does not affect the topological stability of the
non-Abelian anyon.

III. 3%2 SUPERFLUID PHASE DIAGRAM

A. Particle-hole asymmetry and Zeeman splitting of transition
temperatures

At zero magnetic fields, the excitation energy of Bogoliubov
quasiparticles is obtained from Eq. (20) as

2*=±(!) =

√
[3

(0)
eff

(!)]2 + |"(!) |2 ± |"(!) × "∗ (!) |, (33)

FIG. 1. Schematics of the texture of the gap structure and U(1) phase
in a half-quantized vortex of the unitary (&4) BN state. The gap
structure shows the energy gap 2+ at ! = !F and the thick arrows
denote the spin degrees of freedom of 3%2 Cooper pairs, "(!).
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where -3 and "3 represent $ and $/2 rotations around the third
(.) axis, respectively,

-3 =
!"
#
−1 0 0
0 −1 0
0 0 1

$%
&
, "3 =

!"
#
0 −1 0
1 0 0
0 0 1

$%
&
, (30)

and 13 is the 3 × 3 unit matrix. The mixing of nonzero (
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include half-quantized vortices. In Fig. 1, we illustrate the
gap structure and U(1) phase in a half-quantized vortex of the
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where ")(/) ∈ O(2) is the 0-fold rotation matrix about the
.-axis,
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&
. (32)

The integer vortex is 1 = 1 and 0 = 0, while the half-quantized
vortex is 1 = 1/2 and 0 = ±1/4. They obey Abelian exchange

statistics. In the case of the nonmagnetic &4-BN (' = −1, ( =
0), each non-Abelian half-quantized vortex hosts a single zero
energy mode, which behaves as a non-Abelian anyon [72]. The
non-Abelian anyon is protected by topological invariants, such
as the mirror Chern number. The nonzero ( induces the spin
polarization of the BN order and changes the order parameter
manifold ", but does not affect the topological stability of the
non-Abelian anyon.
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A. Particle-hole asymmetry and Zeeman splitting of transition
temperatures

At zero magnetic fields, the excitation energy of Bogoliubov
quasiparticles is obtained from Eq. (20) as

2*=±(!) =

√
[3

(0)
eff

(!)]2 + |"(!) |2 ± |"(!) × "∗ (!) |, (33)

FIG. 1. Schematics of the texture of the gap structure and U(1) phase
in a half-quantized vortex of the unitary (&4) BN state. The gap
structure shows the energy gap 2+ at ! = !F and the thick arrows
denote the spin degrees of freedom of 3%2 Cooper pairs, "(!).
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where !
(0)
eff

(!) = !2/(2") − #eff is the energy of the normal
neutrons at zero magnetic fields and the "-vector is defined as

$! (!) ≡
1

2
tr2

[
−%&"&!Δ(!)

]
= A! # '̂ # , (34)

which represents the spin degrees of freedom of 3(2 Cooper
pairs. When the time-reversal symmetry is preserved () = 0),
the "-vector is real and the eigenstates are doubly degenerate as
a Kramers doublet. A state with nonzero ) breaks time-reversal
symmetry, and the energy gap of the fermionic excitations at
! = !F is determined by

*g ≡

√
tr2 [Δ̂(!F)Δ̂† (!F)]/2 =

√
|"(!F) |2 ± |"(!F) × "∗ (!F) |.

(35)
The ordered state with "(!) × "∗ (!) ≠ 0 is referred to as a
nonunitary state. In such nonunitary state, the 3(2 Cooper
pairs at the point ! have a spin [73]

#pair (!) = %"(!) × "
∗ (!). (36)

The spin polarization of 3(2 Cooper pairs splits the degen-
eracy of Bogoliubov excitations at !, leading to two distinct
excitation gaps, |"(!) |2 ± |"(!) × "∗ (!) |. In particular, when
) ≠ 0, the order parameter in Eq. (28) has a net average spin
on the Fermi surface,

⟨+$
pair

⟩ = 2)(1 − ,)Δ2/3, (37)

where ⟨· · · ⟩ is the average over the neutron Fermi surface.
The net spin of 3(2 Cooper pairs leads to the polarization of
neutron spins # at zero magnetic fields. The spin polarization
of 3(2 Cooper pairs may stabilize the nonunitary states with
) ≠ 0, such as the magnetized -4-BN and FM states, under a
strong magnetic field.

In the previous works [42, 60], employing the quasiclassical
approximation, we found that the UN state is thermodynami-
cally stable at zero magnetic fields, while the phase diagram
in nonzero magnetic fields is occupied by the -2 and -4-BN
states with ) = 0. The superfluid phase transition drastically
changes the properties of normal neutrons, but the change oc-
curs in a low-energy dispersion near the Fermi surface. The
Cooper pairs are confined to a low-energy band near the Fermi
surface |!eff | ∼ Δ ≪ .F and a shell in momentum space,
|! − !F | ≪ 'F, where .F is the Fermi energy of normal neu-
trons. Hence, the quasiclassical approximation incorporates
only quasiparticles confined to a low-energy shell near the
Fermi surface as a leading order contribution of /c//F ≪ 1
and Δ/.F ≪ 1. The quasiparticles away from the Fermi level
are renormalized to the physical parameters, such as the effec-
tive mass of neutrons, spin susceptibility, the critical temper-
ature, and so on. However, the quasiclassical approximation
cannot properly describe the thermodynamic stability of the
spin-polarized superfluid states. This is because, as shown in
Fig. 2(a), the approximation assumes the infinitely large Fermi
surface and the particle-hole symmetry in the quasiparticle
density of states. The self-consistent equations in Sec. II A are
thus computed with∫

$3'

(20)3
≈ 1F

∫
$.⟨· · · ⟩, (38)

1.0

1.1

0.8

1.2

1.3

1.4

0.9

0.7
0.5 1.00-1.0 -0.5

(a) (b)

FIG. 2. (a) Schematics of the particle-hole symmetry emergent in the
quasiclassical approximation (top) and the leading-order corrections
of the particle-hole asymmetry (bottom). The latter corresponds to
the finite size corrections of the Fermi surface, and properly takes
account of the Zeeman splitting of the Fermi surface. (b) Critical
temperatures as functions of ) and 2, where the former (latter) rep-
resents the spin polarization of the 3(2 Cooper pairs (the Zeeman
splitting of the Fermi surface due to the particle-hole asymmetry).
Here we fix , = −1.

which cannot incorporate the Zeeman splitting of the neutron
Fermi levels and asymmetry in density of states, where ⟨· · · ⟩
is the average over the neutron Fermi surface.

To properly discuss the thermodynamic stability of spin-
polarized 3(2 superfluids under strong magnetic fields, we
compute the momentum integral in self-consistent equations in
Sec. II A without employing the quasiclassical approximation.
This incorporates the finite-size effect of the Fermi surface
and asymmetry of density of states (particle-hole asymmetry),
which are regarded as the higher order corrections on/c//F and
Δ/.F. It is demonstrated below that the corrections split the
critical temperatures of the nonmagnetic UN/BN states and the
FM states, and thermodynamically stabilize the spin-polarized
3(2 states under a strong magnetic field.

To see the role of particle-hole asymmetry on the splitting
of the critical temperatures, we start with the order parameter
in Eq. (28), which connects the nonmagnetic UN/BN states
() = 0) and the FM state () = ±1). We first note that the
critical temperatures in -4-BN and FM states are the same
in the quasiclassical approximation with accidental particle-
hole symmetry. A strong magnetic field then gives rise to
Pauli depairing of Δ↑↓ = Δ↓↑, and favors the ordered state Δ↑↑

and Δ↓↓ with , = −1. Then, the order parameter in the spin
representation is given as

Δ↑↑ (!) = −Δ(1 + )) ( '̂% + %'̂"), (39)

Δ↓↓ (!) = −Δ(1 − )) ( '̂% − %'̂"), (40)

and Δ↑↓ (!) = Δ↓↑ (!) = 0. The BdG Hamiltonian is decom-
posed to the spin sectors

ĤBdG (!) =

(
!↑(!) Δ↑↑(!)
Δ∗
↑↑
(!) −!↑(!)

)
⊕

(
!↓(!) Δ↓↓(!)
Δ∗
↓↓
(!) −!↓(!)

)
, (41)

where !↑ and !↓ are the single-particle energies of spin-up and
down neutrons, respectively. The Bogoliubov quasiparticle
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is obtained through the fermion loops by integrating out the
fermion degrees of freedom.

In many cases, the GL expansion may be given up to the
fourth order. In the case of 3!2 superfluids, however, the ex-
pansion up to the fourth order is not enough to determine
uniquely the ground state due to a continuous degeneracy
among the UN, "2-BN, and "4-BN phases at the fourth or-
der. At this order, in fact, an extended symmetry, SO(5),
happens to exist thought it is absent in the original Hamilto-
nian.3 Such degeneracy can be resolved at the sixth order in
the GL expansion [43]. However, the sixth-order term is still
not enough because it brings only the local stability for the
small amplitude of the order parameter and it does not ensure
the global stability for the large amplitude. This problem can
be cured at the eighth order [62]. Therefore, the expansion up
to the eighth order is the minimum set of terms for allowing
the ground state with uniqueness and globally stability. As a
by-product, the expansion up to the eighth order enables us
to identify the (tri)critical end-point separating the transition
lines of the first- and second-order between the "2-BN and
"4-BN phases [60].4

So far the GL expansion was given under the quasiclassical

approximation at high-density region. In this approximation,
the coefficients of the GL equation can be expressed in sim-
ple forms according to the scaling behavior. At low density,
however, the quasiclassical approximation is not ensured any-
more, and its violation should be considered carefully, as we
have already discussed for the BdG equation in Sec. III. The
violation of the quasiclassical approximation is relevant to the
curvature of the Fermi surface, and it leads to the modification
of the coefficients in the GL equation (see # (1) and $ (1) in
Eqs. (61) and (62)). After some calculations, we obtain the
GL free energy expressed by

% (&) = %
(0)

8
(&) + %

(≤4)
2

(&) + %
(≤2)

4
(&)

+ O('!&")!+"≥7, (49)

where & is a complex 3× 3 matrix for the 3!2 order parameter.
In the GL equation, we use the notation &#$ for the order

parameter of the 3!2 superfluids, which is different only by a
factor from A#$ used in the BdG theory in Sec. II. Each term

in Eq. (49) is explained as the followings. %
(0)

8
(&) is the term

up to the eighth order of the superfluid condensate without
magnetic fields:

%
(0)

8
(&) = ( (0)

(
∇%$&# &∗∇%$&# & + ∇%$&#$∗∇% &&# & + ∇%$&# &∗∇% &&#$

)
+) (0) tr

(
&∗&

)
+# (0)

(
tr
(
&∗&

)
tr
(
&∗&

)
− tr

(
&∗&∗&&

) )

+$ (0)
(
−3tr

(
&&∗

)
tr
(
&&

)
tr
(
&∗&∗

)
+ 4tr

(
&&∗

)
tr
(
&&∗

)
tr
(
&&∗

)
+6tr

(
&∗&

)
tr
(
&∗&∗&&

)
+ 12tr

(
&∗&

)
tr
(
&∗&&∗&

)
− 6tr

(
&∗&∗

)
tr
(
&∗&&&

)
− 6tr

(
&&

)
tr
(
&∗&∗&∗&

)
−12tr

(
&∗&∗&∗&&&

)
+ 12tr

(
&∗&∗&&&∗&

)
+ 8tr

(
&∗&&∗&&∗&

) )

+* (0)
( (

tr &∗2)2 (tr &2)2 + 2
(
tr &∗2)2 (tr &4) − 8

(
tr &∗2) (tr &∗&&∗&) (tr &2) − 8

(
tr &∗2) (tr &∗&)2 (tr &2)

−32
(
tr &∗2) (tr &∗&) (tr &∗&3) − 32

(
tr &∗2) (tr &∗&&∗&3) − 16

(
tr &∗2) (tr &∗&2&∗&2)

+2
(
tr &∗4) (tr &2)2 + 4

(
tr &∗4) (tr &4) − 32

(
tr &∗3&

) (
tr &∗&

) (
tr &2)

−64
(
tr &∗3&

) (
tr &∗&3) − 32

(
tr &∗3&&∗&

) (
tr &2) − 64

(
tr &∗3&2&∗&2) − 64

(
tr &∗3&3) (tr &∗&)

−64
(
tr &∗2&&∗2&3) − 64

(
tr &∗2&&∗&2) (tr &∗&) + 16

(
tr &∗2&2)2 + 32

(
tr &∗2&2) (tr &∗&)2

+32
(
tr &∗2&2) (tr &∗&&∗&) + 64

(
tr &∗2&2&∗2&2) − 16

(
tr &∗2&&∗2&

) (
tr &2) + 8

(
tr &∗&

)4

+48
(
tr &∗&

)2 (
tr &∗&&∗&

)
+ 192

(
tr &∗&

) (
tr &∗&&∗2&2) + 64

(
tr &∗&

) (
tr &∗&&∗&&∗&

)
−128

(
tr &∗&&∗3&3) + 64

(
tr &∗&&∗2&&∗&2) + 24

(
tr &∗&&∗&

)2
+ 128

(
tr &∗&&∗&&∗2&2)

+48
(
tr &∗&&∗&&∗&&∗&

) )
. (50)

3 In this case, the spontaneous breaking of the extended symmetry eventually
generates a quasi-Nambu-Goldstone mode [66].

4 The existence of the critical end-point was first found in the analysis of the
BdG equation [42].

Notice that the * (0) term is the eighth-order term for the global
stability which was found in Ref. [62]. The other two terms in
Eq. (49) contain the magnetic fields:

%
(≤4)

2
(&) = # (1)+'' tr

(
, '&&∗

)
+ # (2)!(&&∗! + # (4) |!|2!(&&∗!,

11

FIG. 5. The phase diagram by the GL equation: !0, " , and # on the
$-% plane, where “UN”, “BN”, “FM”, and “N” denote the uniaxial
nematic, biaxial nematic, ferromagnetic, and normal states, respec-
tively. We also plot the critical field between &2- and &4-BN states,
%∗.

region between the &4-BN phase and the normal phase at
nonzero magnetic fields. This is consistent with the result in
the self-consistent calculation of the thermodynamic potential
for fermions (Fig. 3). In the GL equation, the appearance of
the FM phase is caused mainly by the ' (1) term.6 Therefore,
the ' (1) term in the GL equation is essentially important for
realizing the spin-polarized phase beyond the quasiclassical
approximation.

V. CONCLUDING REMARKS

We have investigated the thermodynamic stability of neu-
tron 3(2 superfluids under a strong magnetic field. A 3(2

superfluid is expected to exist in the interior of neutron stars
under extreme conditions. In particular, magnetars have the
most intense magnetic field in the Universe. The strong field,
% = 1015-1018 G, amounts the critical field (∼ )B$c) of spin-
singlet Cooper pairing, corresponding to *ℏ%/+)B$c ∼ 0.1-
100 for$c = 109 K. The interaction of neutron spins with such
strong magnetic field breaks spin-singlet Cooper pairs, and the

6 Because the FM fields exist at nonzero magnetic fields, it is enough to
consider only the terms coupling to the magnetic fields, such as the ! (1)

term, as relevant terms in the next-to-leading order.

conventional 1,0 superfluids are thermodynamically unstable
against the Zeeman splitting of the neutron Fermi surface. Em-
ploying the self-consistent calculations properly incorporating
the Zeeman effect, we have demonstrated that spin-polarized
3(2 Cooper pairs are tolerant against a strong magnetic field.
A Zeeman field induces the successive phase transitions from
the UN state (" = −1/2 and # = 0) to the &2- and &4-BN
states (" ∈ (−1, 1/2) and # ∈ (0, 1)) and the FM state (" = −1
and # = 1). The variational parameters, " ∈ [−1,−1/2] and
# ∈ [0, 1], quantify the biaxility and the spin polarization of
3(2 order parameters, respectively. The FM state becomes
thermodynamically stable in the high temperature and strong
magnetic field, and the critical temperature rather increases
with increasing %. Therefore, the spin-polarized 3(2 super-
fluid is expected to survive in the interior of magnetars with
intense magnetic field.

Neutron 3(2 superfluids have two key ingredients, Bogoli-
ubov quasiparticles and 3(2 Cooper pairs. The former is the
elementary fermionic excitations from the superfluid ground
state, while the latter behaves as long-lived bosons with inter-
nal degrees of freedom -" = 0,±1,±2. The superfluids share
much common interests in condensed-matter physics, includ-
ing .-wave superconductors [85], the superfluid 3He [71, 86–
88], and Weyl superconductivity, e.g., in heavy-fermion su-
perconductors. All 3(2 superfluid phases are prototypes of
topological superconductors and Weyl superconductors,where
low-lying Bogoliubov quasiparticles behave as Majorana and
Weyl fermions [42]. In addition, the order parameter manifold
is similar to that in spin-2 Bose-Einstein condensates [45]. The
order parameter manifolds of magnetic 3(2 superfluid phases,
such as the magnetic &4-BN and FM phases, are similar with
those of the broken axisymmetric and FM phases in the con-
text of spin-2 Bose-Einstein condensates, respectively, which
bring about a variety of exotic topological defects [45, 89].
Hence, neutron stars are colossal topological superfluidity in
the Universe.

The Bogoliubov quasiparticles can be main carriers in ther-
mal and spin transport phenomena. In 3(2 superfluids, their
gap symmetries and topological properties are sensitive to the
biaxility " and nonunitarity #. In the UN state, the excitation
energy in Eq. (33) is gapped out on the entire Fermi surface
of neutrons, and the excitation gap is uniaxially elongated in
the momentum space. The uniaxial gap structure continuously
deforms into &2 and &4 symmetric shape with changing the
biaxiality ", and becomes gapless, / (!0) = 0, at the pairwise
points, !0 = ±)F "̂, in the &4-BN state, where the 0-axis is
parallel to the magnetic field. In the lower field, the BN state
with # = 0 is stabilized, while the strong magnetic field favors
the magnetized BN state with # ≠ 0. The gapless quasipar-
ticle excitations in the case of # = 0 are spin degenerate, but
the nonzero # induces the spin polarization of the superfluid
ground states and thus the gapless excitations are magnetized.
As % further increases, its value reaches # = 1 and the quasi-
particle excitations are fully spin-polarized in the sense that
only the ↑↑ Cooper pairs survive and the other spin channels
are broken by the strong Zeeman effect. The gapless points are
protected by topological invariants and the low-lying Bogoli-
ubov quasiparticles behave as Dirac and Weyl fermions. As
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(51)

and

!
(≤2)

4
(")= # (1)$%!

(
tr
(
& !""∗

)
tr
(
""∗

)
−tr

(
& !"""∗"∗

)
− tr

(
& !""∗""∗

) )

+# (2)
(
−2 |!|2 tr

(
""

)
tr
(
"∗"∗

)
− 4 |!|2 tr

(
""∗

)
tr
(
""∗

)
+4 |!|2 tr

(
""∗""∗

)
+ 8 |!|2 tr

(
"""∗"∗

)
+!"""! tr

(
"∗"∗

)
+ !""∗"∗! tr

(
""

)
−8 !"""∗! tr

(
""∗

)
+ 2 !"""∗"∗"!

+2 !""∗"""∗! − 8 !""""∗"∗!

−8 !"""∗""∗!
)
. (52)

In the above equations, the coefficients are uniquely deter-
mined by the loop calculation for fermion,

' (0) ≡
7( (3))0*

4
F

240+2(,-c0)2
, (53)

. (0) ≡
)0*

2
F

3

- − -c0

-c0
, (54)

/ (0) ≡
7( (3))0*

4
F

60(,-c0)2
, (55)

# (0) ≡ −
31( (5))0*

6
F

13440(,-c0)4
, (56)

0 (0) ≡
127( (7))0*

8
F

387072(,-c0)6
, (57)

/ (2) ≡
7( (3))0*

2
F

12(,-c0)2
|"∗

# |
2, (58)

/ (4) ≡ −
31( (5))0*

2
F

48(,-c0)4
|"∗

# |
4, (59)

# (2) ≡
31( (5))0*

4
F

960(,-c0)4
|"∗

# |
2, (60)

and

# (1) ≡
7( (3))0+ *

2
F

24(,-c0)2
|"∗

# |, (61)

/ (1) ≡ −
)0+

2
11 (2/-c0) |"

∗
# |, (62)

with the state-number density )0 = + *F/(2,
2) at the Fermi

surface, the magnitude of the magnetic moment |"∗
# | =

(##/2)/(1+3
(a)
0

), the superfluid transition temperature at zero

magnetic fields-c0, and the polarization vector & ! (* = 1, 2, 3)
defined by

&1
=
%&
'

0 0 0
0 0 1
0 −1 0

()
*
, &2

=
%&
'

0 0 −1
0 0 0
1 0 0

()
*
,

&3
=
%&
'

0 1 0
−1 0 0
0 0 0

()
*
. (63)

We note that ' (0) , . (0) , / (0) , # (0) , 0 (0) , / (2) and / (4) are
obtained under the qausiclassical approximation, where the
Fermi surface is regarded as the flat surface approximately. On
the other hand, the / (1) and # (1) terms represent the violation
of the particle-hole symmetry. Those two terms are beyond
the quasiclassical approximation and they are relevant to the
curvature of the Fermi surface. In the definition of / (1) , the
function 11 (4) is given by

11 (2/-c0) ≡

∫ $/%c0

−$/%c0

(
sinh 4 − 4

)
sech2(4/2)

24
d4 > 0,(64)

where 2 > 0 is the cutoff parameter for the energy measured
from the Fermi surface: 5! ∈ [−2, 2]. 2 should be a finite
value, because the scaling behavior does not hold at the lowest-
order for the violation of the particle-hole symmetry. In fact,
the value of 11(2/-c0) becomes divergent for the infinite value
of 2. There is no such divergence in the coefficient # (1) due to
the higher-order loops of fermions. We confirm that the / (1)

and # (1) terms vanish in the quasiclassical approximation with
the large *F limit. Thus, those terms are relevant at the low
density region only.

Here, we comment that the / (1) term was first given for
the 3He superfluids in the GL formalism [84]. The authors
in Ref. [84], however, regarded it as the phenomenological
parameter whose values should be fitted to the experimental
data. In our work, in contrast, the / (1) term as well as the # (1)

term are determined microscopically in the expansions of the
fermion loops.

Similarly to Eq. (28), we parametrize "&' by

"&' = "0
%&
'
6 $7 0
$7 1 0
0 0 −1 − 6

()
*&'

, (65)

with real parameters "0 ≥ 0, −1 ≤ 6 ≤ −1/2, and −1 ≤ 7 ≤ 1.
We remind us that the amplitude "0 can be different from
that in the BdG theory due to the different overall factor as
discussed already. The nonzero value of 7 is relevant to the
magnetized 24-BN and FM phases. The values of "0, 6, and
7 are determined uniquely by minimizing the GL free energy
for given temperature, magnetic field and particle density.

Let us show the numerical result of the phase diagram by
the GL free energy. As the input parameter, we determine
the cutoff parameter 2 in the following way. According to
Ref. [22], the momentum cutoff parameterΛ = 1.509 fm−1 was
introduced for the interaction potential between two neutrons.5
Utilizing this value as a reference, we estimate the value of 2
as 2 ≈ Λ2/(2+) = 47.17 MeV where + is the mass of a
neutron. We show the result of "0, 6, and 7 on the --% plane
in Fig. 5. It is confirmed that, in the superfluid phase, there
exist the UN phase at zero magnetic field, the 22-BN phase at
weak magnetic fields, and the 24-BN phase at strong magnetic
fields, as known in the past studies. Interestingly, we find
that that the FM phase (7 = 1) appears around the boundary

5 Notice that (Λ is used as the momentum cutoff parameter in Ref. [22].
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FIG. 3. (a) Temperature dependence of the order parameter r(B,T ). (b) the heat capacity CS(T, B). (c) the magnetization M(T, B) − MN(B) ≡
−∂δΩ/∂B around the CEP. The open (closed) circles correspond to the first (second) order phase transition between D2-BN and D4-BN states.
Here we set G(n)

0 = −0.7.

that the position of the CEP reads (Tcep/Tc, γnBcep/(πTc)) ≈
(0.48950, 0.079063), (0.28568, 0.184375), (0.2225, 0.24875),
and (0.15, 0.3111) for G(n)

0 = −0.7, −0.4, −0.2, and 0, re-
spectively. The CEP shifts toward low temperatures with
G(n)

0 → −η with a small positive number η (0 < η ≪ 1),
and vanishes at a positive value of G(n)

0 .
The consequence of the CEP is captured by thermodynamic

quantities. First, in Fig. 3(b), we plot the heat capacity in the
superfluid state per volume, C(T, B), which is obtained from
the Luttinger-Ward thermodynamic potential, ∆Ω[g], as

CV (T, B) ≡ CN(T ) − T
∂2∆Ω

∂T 2 , (51)

where the heat capacity of the normal gas of neutrons is
given by CN(T ) = (2π2/3)NFk2

BT . The heat capacity con-
tains critical information on the thermal evolution of neutron
stars [105]. The heat capacity shows the jump at the lower T .
Another quantity which captures the consequence of the CEP
is the magnetization M. This is defined as the first derivative
of ∆Ω,

M(T, B) = MN(B) − ∂∆Ω
∂B
, (52)

which coincides with Eq. (32). It is seen from Fig. 3(c) that the
T -dependence of M has the jump in the higher B region, indi-
cating the first-order phase transition from the D2-BN phase
to the D4-BN phase. The jump in M decreases as the magnetic
field approaches the CEP. The discontinuity of M implies the
divergence of the spin susceptibility,

χ(T, B) =
∂M
∂B
= χN −

∂2∆Ω

∂B2 . (53)

To extract the critical behaviors of the 3P2 superfluids, we
compute the critical exponents around the CEP at (Tcep, Bcep).
We note that the contributions of the normal gas of neutrons
to Eqs. (51) and (52), CN(T ) and MN(B), are negligible in
the vicinity of the CEP, and the critical behaviors of the heat
capacity CV , the magnetization M, and the spin susceptibility
χ, are governed by the superfluid contributions,

CV (T, B) ≈ −T
∂2∆Ω

∂T 2 , (54)
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FIG. 4. The scaling behavior of CV(T, Bcep), M(T, Bcep), M(Tcep, B),
and χ(T, Bcep) around the CEP (Tcep/Tc, γnBcep/(πTc)) ≈
(0.48950, 0.079063) for G(n)

0 = −0.7 (circles) and
(0.28568, 0.184375) for G(n)

0 = −0.4 (triangles). Here we set
CV (T ) ≡ CV (T, Bcep), M(T ) ≡ M(T, Bcep), M(B) ≡ M(Tcep, B),
χ(T ) ≡ χ(T, Bcep), Ccep

V ≡ CV (Tcep, Bcep), Mcep ≡ M(Tcep, Bcep), and
χcep ≡ χ(Tcep, Bcep).

M(T, B) ≈ −∂∆Ω
∂B
, (55)

χ(T, B) ≈ −∂
2∆Ω

∂B2 . (56)

Then, we consider the set of the critical exponents (α, β, γ, δ)
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FIG. 5. The scaling behavior of CV (T, B), M(T, B) and χ(T, B)
around the CEP (Tcep/Tc, γnBcep/(πTc)) = (0.774597, 0.004465).
Here we use the same abbreviations as those in Fig. 4.

CV (T, B), M(T, B) and χ(T, B) in Fig. 5. From those plots, we
find that the values of the critical exponents read as:

α = 0.60, β = 0.49, γ = 0.52, δ = 1.95. (70)

When we substitute the values in Eq. (70) to the left hand sides
of the identities, Eqs. (1), (2), and (3), we obtain

α + 2β + γ = 2.10, (71)
α + β(1 + δ) = 2.04, (72)

−γ
β
+ δ = 1.11. (73)

Those values agree with the values in the right-hand-sides in
Eqs. (1), (2), and (3) by the exact values within the 10% nu-
merical error.

In Table I, we summarize the values of the critical expo-
nents from the BdG equation with different values of G(n)

0 and
the ones from the GL equation. Interestingly, we observe that
they are close to each other, even though the positions of the
CEP on the T -B plane are different (cf. Fig. 1). The coinci-
dence between the two suggests that the GL equation up to the
8th order term (δ0 term) captures the essence of the CEP of the
neutron 3P2 superfluid. Thus, the GL equation also supports a
new universality class discussed in Sec. II E.

IV. SUMMARY AND DISCUSSION

We have discussed the critical exponents at the CEP in the
phase diagram of the neutron 3P2 superfluidity, which can ex-
ist inside of neutron stars. Adopting the BdG equation with

TABLE I. Critical exponents (α, β, γ, δ) computed by the superfluid
Fermi liquid theory with G(n)

0 = −0.7 and −0.4 in the BdG theory and
the GL theory. The Fermi liquid correction with G(n) < 0 leads to the
screening effect of a magnetic field due to spin-polarized molecular
field. Notice that the values of the critical exponents in the GL theory
are independent of G(n)

0 .

G(n)
0 α β γ δ

BdG -0.7 0.68 0.41 0.57 2.3
-0.4 0.60 0.45 0.59 2.3

GL 0.60 0.49 0.52 1.95

the spin-polarization effect, we have obtained the critical ex-
ponents and have confirmed that they satisfy the universal re-
lations, i.e. the Rushbrooke, Griffiths, and Widom equalities,
which hold for the spin systems. We have argued that the set
of the critical exponents with large α and small γ belongs to a
new universality class. One of the interesting features of the
obtained critical exponents is the large α and small γ, in which
the former indicates the slow cooling in the evolution of the
neutron stars. We have checked that the spin-polarization ef-
fect induces the unique values of the critical exponents within
the 10% numerical errors. We also have investigated the crit-
ical exponents in the GL equation up to the 8th order, and
have confirmed that they satisfy the same universality rela-
tions, again within 10% errors. In spite of the different loca-
tions of the CEP in the phase diagram for the BdG equation
and for the GL equation, we have found that the values of the
critical exponents from the GL equation are properly regarded
to be the same to the ones from the BdG equation, although
there are still some discrepancies between the two due to the
limited number of terms in the GL equation. Thus, we reach
the conclusion that the GL equation up to the 8th order cap-
tures correctly the behaviors at the CEP in the neutron 3P2
superfluids.

For more advanced study in future, we leave comments
on the Fermi liquid parameter G(n)

0 in dense neutron matter.
Bäckman et al. [106] computed the Fermi liquid parameters
including the spin channel and isospin channel of quasipar-
ticle scattering processes and find that G(n)

0 in Eq. (29) may
be negligible. This result stems from the short-range property
of the ρ-meson exchange interaction. It will be important to
more carefully study the short-range behavior of the nucleon-
nucleon interaction, which will be attributed by the quark-
exchange contributions at the nucleon core, the core polariza-
tion in the nuclear medium, and so on. As for another ques-
tion, we may consider how the evolution of the neutron stars
are influenced by the enhancement of the heat capacity, the
magnetization, and the spin susceptibility at the CEP. Those
information will be useful to research the internal structures
of the neutron stars through the astrophysical observations.
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bulk UN phase W2(UN) W1(UN) W3(UN)

angle �1/6  (�mod⇡)/⇡ < 1/6 1/6  (�mod⇡)/⇡ < 1/2 1/2  (�mod⇡)/⇡ < 5/6

direction W2
1 W2

2 W2
3 W1

1 W1
2 W1

3 W3
1 W3

2 W3
3

� [keV/fm2] 0.0154 0.0199 0.0154 0.0199 0.0154 0.0154 0.0154 0.0154 0.0199

bulk D2-BN phase W2(D2BN) W13(D2BN)

angle �0.129  (�mod⇡)/⇡ < 0.129 0.129  (�mod⇡)/⇡ < 0.870

direction W2
1 W2

2 W2
3 W13

1 W13
2 W13

3

� [keV/fm2] 0.0082 0.0107 0.0082 0.0722 0.0616 0.0722

bulk D4-BN phase — W13(D4BN)

angle — 0  (�mod⇡)/⇡ < 1

direction — W13
1 W13

2 W13
3

� [keV/fm2] — 0.1533 0.1353 0.1533

TABLE I. The surface energy densities by the domain walls with the directions along x1, x2, and x3 directions. � is defined in

Eq. (17) (cf. Fig. 4). The bulk UN, D2-BN, and D4-BN phases have (t, b) = (0.9, 0), (0.9, 0.1), and (0.9, 0.2), respectively.

x1-direction i.e., n = (1, 0, 0), (✓,') = (⇡/2, 0), (ii) the x2-direction i.e., n = (0, 1, 0), (✓,') = (⇡/2,⇡/2), and (iii)

the x3-direction i.e., n = (0, 0, 1), (✓,') = (0, 0). At the end of the discussion, we will investigate the stability of the

domain walls against small changes of the directions. When we need to specify the directions of the domain wall, we

use the notation W

↵

i

for i = 1, 2, and 3 for the x1, x2, and x3 directions: W

↵

i

(↵ = 1, 2, 3) in the UN phase, W↵

i

(↵ = 13, 2) in the D2-BN phase, and W

↵

i

(↵ = 13) in the D4-BN phase.

C. Configurations of domain walls

For the domain walls defined in the previous subsection, we consider their configurations in the three dimensional

space, and calculate the energy per unit area (surface tension) on the surface of the domain walls. We solve the

EL equation (10) for the domain walls by introducing the boundary conditions in the bulk space. The boundary

conditions are given in Eqs. (19), (20), and (21) in the bulk UN phase, and Eqs. (22) and (23) in the bulk D2-BN

phase, and Eq. (24) in the bulk D4-BN phase. For the analysis, we consider the three-dimensional vector as functions

of d̃ for a fixed n

f(d̃) ⌘ �
f1(d̃;n), f2(d̃;n), f3(d̃;n)

�
, (29)

whose components have been introduced in Eq. (13) in the three-dimensional space with the coordinate (x̃1, x̃2, x̃3).

The schematic figures are presented in the bottom panels in Fig. 3. The numerical results of f(d̃) are shown in

Figs. 10, 11, and 12 in Appendix B.

With the solutions of f(d̃), we consider the surface energy density per unit area of the domain walls surface directed

along n, which are expressed as

�(n) ⌘
Z 1

�1

�
f(d;n)� fbulk

�
dd, (30)
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FIG. 3. The upper panels: We show the examples of the GL free energy on the plane with axes f0 cos� and f0 sin� for the

bulk UN, D2-BN and D4-BN phases. The degenerate vacua are shown by the colorful points in each bulk phase (orange for

the bulk UN phase, magenta for the bulk D2-BN phase, and blue for the bulk D4-BN phase), and they are connected by the

domain walls W

↵ (↵ = 1, 2, 3, 13). The lower panels: The three-dimensional vectors (f1, f2, f3) with f1 + f2 + f3 = 0 are

shown by the colorful arrows for the bulk UN, D2-BN, and D4-BN phases. The domain walls are indicated by the arrows, W2,

W1, and W3, for the bulk UN phase, W2 and W13 for the bulk D2-BN phase, and W13 for the bulk D4-BN phase. The arrows

lies on the plane for the traceless condition: f1 + f2 + f3 = 0.

W2 W1 W3W2 W1 W3
-1.0 -0.5 0.0 0.5 1.0

-0.04102

-0.04100

-0.04098

-0.04096

-0.04094

-0.04092

-0.04090

ϕ/π

f˜ m
in

bulk UN phase (t=0.9, b=0)

W2 W13W2 W13
-1.0 -0.5 0.0 0.5 1.0

-0.04100

-0.04095

-0.04090

-0.04085

-0.04080

-0.04075

-0.04070

ϕ/π

f˜ m
in

bulk D2-BN phase (t=0.9, b=0.1)

W13W13
-1.0 -0.5 0.0 0.5 1.0

-0.0410

-0.0408

-0.0406

-0.0404

-0.0402

-0.0400

ϕ/π

f˜ m
in

bulk D4-BN phase (t=0.9, b=0.2)

FIG. 4. The GL free energy f̃min = f̃min(�) as functions of the angle �. The gray regions (0  �/⇡ < 1/6) corresponds to the

diagonal form parametrized in the right-hand side of Eq. (16). The arrows indicate the domain walls connecting the di↵erent

minima. The horizontal solid and dashed lines indicate the angle for the UN and D4-BN phases, respectively, and the regions

between them correspond to the D2-BN phase.
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FIG. 5. The metamorphism of the domain walls with the fixed directions, with depending on the strength of the magnetic

field. The magnetic fields in the D2-BN and D4-BN phases (b = 0.1 and 0.2) are applied to the x2 (vertical) direction.

where the boundary is fixed by the D4-BN phase by definition. Accompanied by those internal phases, the number of

the Nambu-Goldstone modes induced by the symmetry breaking can change locally at each internal phase inside the

domain walls.16 In particular, the UN phase has less number of the NG modes. Therefore, the domain wall W↵(UN)

in the UN phase contain one NG mode localized in its vicinity. On the other hand, a continuous U(1) symmetry

restores in the cores of the domain walls W 13(D2BN) and W

13(D4BN) in the D2-BN and D4-BN phases.

When a magnetic field b is continuously changed, there happen phase transitions at some magnetic fields, among

the UN phase, the D2-BN phase, and the D4-BN phase, as shown in Fig. 2. Here, we discuss how the domain walls

in each phase is connected to those of the other phases, see Fig. 4. When we gradually increase a magnetic field

from zero to some finite value, the phase changes from the UN to D2-BN phase. In this process, the two domain

walls W

1(UN) and W

3(UN) in the UN phase are bound together as a coalescence to become a single domain wall

W

13(D2BN) in the D2-BN phase: W 1+W

3 ! W

13. This is because the potential minimum at (�mod2⇡)/⇡ = ±1/2

existing between the two walls W 1(UN) and W

3(UN) is lifted in the D2-BN phase and they are confined. Therefore,

the domain wall W 13(D2BN) can be regarded as a composite domain wall. If we further increase the magnetic field

so that the phase becomes the D4-BN phase, the domain wall W 13(D2BN) is changed to W

13(D4BN), which can be

regarded as a genuine elementary domain wall since the local energy minimum completely disappears finally in the

D4-BN phase. On the other hand, returning back the zero magnetic field, the domain wall W 2(UN) in the UN phase

is transformed to the domain wall W 2(D2BN) in the D2-BN phase without causing coalescence or fragmentation of

domain walls. Further increasing the magnetic field to the D4-BN phase, it disappears completely in the D4-BN phase

because the two degenerate ground states connected by W

2(D2BN) merge to one ground state (�mod2⇡)/⇡ = 0 or

1 in the D4-BN phase. In Fig. 5, we summarize a part of the metamorphism of domain walls under the change of the

strength of the magnetic field.

We consider that the direction of the domain walls is defined by the normal vector perpendicular to the surface. In

order to show the simple example, we consider that the domain walls are directed in the three special cases: (i) the

16 See e.g. Ref. [65] for the Nambu-Goldstone modes appearing in the UN, D2-BN, and D4-BN phases.
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FIG. 7. The schematic figures for the metamorphism of the domain walls with the fixed directions (i = 1, 2), depending on the

strength of the magnetic field. The magnetic fields in the D2-BN and D4-BN phases (b = 0.1 and 0.2) are applied to the x2

(vertical) direction. The configurations, W 1
2 , W

3
2 , and W

13
2 , are the most stable states in the x2 direction along the magnetic

field, and the configurations, W 2
1 or W

2
3 , are the most stable states in the x1 or x3 direction perpendicular to the magnetic

field. The surface energy densities in the unit cells are shown. See Table I.

and investigate the angle dependence in the surface energy density of W 13
2 . For this purpose, we substitute the profile

solution for W 13
2 , which has been solved for n = (0, 1, 0) (✓ = ⇡/2 and ' = ⇡/2), into Eq. (30), where the direction of

n in Eq. (30) is set to be arbitrary in the vicinity of n = (0, 1, 0). We then calculate approximately the surface energy

density for the domain wall whose normal vector n is di↵erent from n = (0, 1, 0). The result is shown in Fig. 6. It is

found that ✓ = ⇡/2 and ' = ⇡/2, i.e., the x2 direction, still gives the minimum point. It is also found that the values

of �̃ for the x1 direction and for the x3 direction are reproduced approximately, while the true solution (points in the

figure) of course has less energy (see also Table I).

D. Piling domain walls

Here, we discuss piling multiple domain walls. We display the schematic image for a pile of domain walls which is the

most stable for the given direction in Fig. 7. We notice that, when the domain walls are piled up, the phase function

�(d̃;n) defined in Eq. (14) should change continuously throughout the piled domain walls. From the continuity of

�(d̃;n) modulo 2⇡, the ordering of the domain walls is determined uniquely (see also the upper panels of Fig. 3):

· · ·� (W 1
i

�W

3
i

�W

2
i

)� (W 1
i

�W

3
i

�W

2
i

)� · · · , (33)
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